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Chapter 1

Introduction

There are two motivations for quantum computing, the processing of information through the basic quantum properties of matter. One is pragmatic: According to Moore’s well-known law, the number of transistors on an integrated circuit follows an exponential curve, doubling about every 24 months. We could also reformulate this to say that the number of atoms required for a given computation decreases exponentially. At some point in the next few decades, we will arrive at the limit of a single atom, prompting the question: How can we perform a computation at this atomic level? Traditional microelectronics will already break down when the structures inside computer chips become so small that they are dominated by quantum effects. In this light, there is no alternative to looking for more fundamental ways of computing if we want to continue increasing computing power.

The other motivation is more visionary: Can we find the concepts of information and computation in the most fundamental laws of physics? Does the universe in its building blocks contain the power to perform computations? Can we find ways of processing information that are fundamentally more basic and more powerful than what we have today?

From both perspectives, we arrive at quantum computing. In quantum computation, information is stored in the eigenstates of some quantized property, which then can be manipulated according to the laws of quantum mechanics.

1.1 Qubits

A bit is the basic building block of a classical computer. In quantum computation, we replace this with a quantum bit, or qubit for short. Just like a bit, which has the logical values 0 and 1, physically encoded in low or high voltage in an electronic circuit, the qubit has logical values \( |0 \rangle \) and \( |1 \rangle \), encoded in two eigenstates of a quantum mechanical system. What makes the qubit unique compared to the classical bit, is that not only it can be \( |0 \rangle \) or \( |1 \rangle \), but also any superposition of the two. The state of the qubit can be written as

\[
|\Psi\rangle = a_0 |0\rangle + a_1 |1\rangle; \quad |a_0|^2 + |a_1|^2 = 1,
\] (1.1)
with two complex amplitudes $a_0$ and $a_1$. According to the laws of quantum mechanics, this means that if a measurement is performed on a qubit in the state $|\Psi\rangle$, it will come out as $|0\rangle$ with a probability of $|a_0|^2$ and as $|1\rangle$ with a probability of $|a_1|^2$. In that sense a qubit can be 30% $|0\rangle$ and 70% $|1\rangle$ (for example), at the same time. Mathematically, the qubit is defined in a two-dimensional Hilbert space with the basis states $|0\rangle$ and $|1\rangle$.

Often, qubits are represented intuitively as pointers in the Bloch sphere, shown in Figure 1.1.

![Figure 1.1: Bloch sphere representation of a single qubit](image)

To go to the Bloch description, Equation (1.1) is rewritten as

$$|\Psi\rangle = e^{i\gamma} \left( \cos \frac{\theta}{2} |0\rangle + e^{i\phi} \sin \frac{\theta}{2} |1\rangle \right); \quad \theta \equiv \pi/2 - \beta. \quad (1.2)$$

Instead of the original $a_0, a_1$, the qubit is now described by $\theta \in [0, \pi]$, which is the angle from the z-axis, and $\phi \in [0, 2\pi]$, which is the angle from the x-axis. The global phase $\gamma$ has no consequence for any measurement of observables and is not represented in the Bloch sphere picture.

We have described the qubit abstractly as a quantum mechanical two-level system, where one level is labeled $|0\rangle$ and the other is labeled $|1\rangle$. What these levels are physically is of secondary importance, as long as we can make sure that any measurement will find either $|0\rangle$ or $|1\rangle$, that we can manipulate the qubit controllably, and that the information in the qubit is stable (low decoherence). One of the simplest physical systems that fits this description is the spin of a single electron, which can be either up ($|1\rangle$) or down ($|0\rangle$) and is a natural two-level system. However, we can also encode a qubit in more complicated physical systems as long as the above conditions are met. In this thesis, we will use the electronic levels of a Calcium atom to encode the qubit. We simply pick two “suitable” levels from the spectrum and label them $|0\rangle$ and $|1\rangle$. The qubit encoding in Calcium will be the topic of Chapter 2.

Instead of writing the qubit as an expansion into the eigenstates in Equation (1.1), we can also represent it as a vector of the two complex amplitudes.
1.2 Quantum Gates

\( a_0 \) and \( a_1 \):

\[
|\Psi\rangle = a_0 \begin{pmatrix} 1 \\ 0 \end{pmatrix} + a_1 \begin{pmatrix} 0 \\ 1 \end{pmatrix} = \begin{pmatrix} a_0 \\ a_1 \end{pmatrix}
\]  

(1.3)

In order to describe a collection of two qubits, we combine the two one-qubit Hilbert spaces with a Kronecker product to get a four-dimensional two-qubit Hilbert space. A two-qubit state can then be written as

\[
|\Psi\rangle_{2q} = a_{00}(|00\rangle \otimes |00\rangle) + a_{01}(|00\rangle \otimes |01\rangle) + a_{10}(|10\rangle \otimes |00\rangle) + a_{11}(|10\rangle \otimes |10\rangle)
\]

\[
\equiv a_{00} |00\rangle + a_{01} |01\rangle + a_{10} |10\rangle + a_{11} |11\rangle
\]  

(1.4)

If the two-qubit state is just the simple combination of two individually defined single qubits, the first one with coefficients \( a_0, a_1 \), the second one with coefficients \( \beta_0, \beta_1 \), then the two-qubit coefficients are

\[
a_{00} = a_0 \beta_0, \quad a_{01} = a_0 \beta_1, \quad a_{10} = a_1 \beta_0, \quad a_{11} = a_1 \beta_1.
\]  

(1.5)

Generally, though, there are also coefficients \( a_{00}, a_{01}, a_{10}, a_{11} \) that cannot be split into one-qubit coefficients \( a_0, a_1, \beta_0, \beta_1 \). If the coefficients decompose as in Equation (1.5), the two individual qubits are called separable and the two-qubit state is

\[
|\Psi\rangle_{2q} = |\Psi\rangle_a \otimes |\Psi\rangle_\beta
\]  

(1.6)

Otherwise, they are entangled, and no such separation is possible. The most well-known examples for entangled two-qubit states are the Bell states, one of which is

\[
|\Phi^+\rangle = \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle).
\]  

(1.7)

A two-qubit state can also be represented as a vector, in the same way we did for the one-qubit states:

\[
|\Psi\rangle_{2q} = \begin{pmatrix} a_{00} \\ a_{01} \\ a_{10} \\ a_{11} \end{pmatrix}
\]  

(1.8)

1.2 Quantum Gates

Quantum states can be modified by unitary operators \( \hat{O} \):

\[
|\Psi\rangle \xrightarrow{\hat{O}} |\Psi\rangle' \quad \iff \quad |\Psi\rangle' = \hat{O} |\Psi\rangle
\]  

(1.9)

When we represent the states as vectors, the operators are complex unitary matrices. The unitarity guarantees that the norm of the states (i.e. the sum of probabilities) stays 1:

\[
\sum_i |a_i|^2 = \sum_j |\alpha_j|^2 = 1
\]  

(1.10)

In principle, there is an infinite number of operators, that is unitary \( 2 \times 2 \) or \( 4 \times 4 \) matrices. In practice, there is a manageable set of commonly used operators. In Section 1.4 we will see that a small selection of operators is sufficient to perform any quantum computation.
<table>
<thead>
<tr>
<th>Name</th>
<th>Circuit Symbol</th>
<th>Operator Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hadamard</td>
<td>![H]</td>
<td>$\hat{H} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 &amp; 1 \ 1 &amp; -1 \end{pmatrix}$</td>
</tr>
<tr>
<td>Pauli-X</td>
<td>![X]</td>
<td>$\hat{X} = \begin{pmatrix} 0 &amp; 1 \ 1 &amp; 0 \end{pmatrix}$</td>
</tr>
<tr>
<td>Pauli-Y</td>
<td>![Y]</td>
<td>$\hat{Y} = \begin{pmatrix} 0 &amp; -i \ i &amp; 0 \end{pmatrix}$</td>
</tr>
<tr>
<td>Pauli-Z</td>
<td>![Z]</td>
<td>$\hat{Z} = \begin{pmatrix} 1 &amp; 0 \ 0 &amp; -1 \end{pmatrix}$</td>
</tr>
<tr>
<td>Phasegate (1)</td>
<td>![Ph1(\phi)]</td>
<td>$\text{Ph}_1(\phi) = \begin{pmatrix} 1 &amp; 0 \ 0 &amp; e^{i\phi} \end{pmatrix}$</td>
</tr>
<tr>
<td>Phasegate (0)</td>
<td>![Ph0(\phi)]</td>
<td>$\text{Ph}_0(\phi) = \begin{pmatrix} e^{i\phi} &amp; 0 \ 0 &amp; 1 \end{pmatrix}$</td>
</tr>
<tr>
<td>Controlled-Not</td>
<td></td>
<td>$\text{CNOT} = \begin{pmatrix} 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 \ 0 &amp; 0 &amp; 1 &amp; 0 \end{pmatrix}$</td>
</tr>
<tr>
<td>Swap</td>
<td></td>
<td>$\text{SWAP} = \begin{pmatrix} 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 \end{pmatrix}$</td>
</tr>
<tr>
<td>Controlled-Phasegate (11)</td>
<td>![Ph1(\phi)]</td>
<td>$\text{CPHASE}_{11}(\phi) = \begin{pmatrix} 1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; e^{i\phi} \end{pmatrix}$</td>
</tr>
<tr>
<td>Controlled-Phasegate (00)</td>
<td>![Ph0(\phi)]</td>
<td>$\text{CPHASE}_{00}(\phi) = \begin{pmatrix} e^{i\phi} &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 1 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 \end{pmatrix}$</td>
</tr>
</tbody>
</table>

Table 1.1: Common one- and two-qubit operators
A selection of one-qubit operators is shown in the upper part of Table 1.1. The Hadamard gate transforms each one-qubit eigenstate into a superposition with the other one. The Pauli-X gate flips the population of the two levels $|0\rangle$ and $|1\rangle$: $\alpha_0 \leftrightarrow \alpha_1$. This could be interpreted as a quantum-logical NOT-operation, as the input state $|0\rangle$ is changed to $|1\rangle$ and $|1\rangle$ is changed to $|0\rangle$. The Pauli-Z gate flips $|1\rangle$ to $-|1\rangle$. The Pauli-X, Pauli-Y, Pauli-Z operators are also important in the Bloch sphere picture (Figure 1.1), as they give rise to the rotation operators

$$R_x(\theta) \equiv e^{i\theta \hat{X}/2}, \quad R_y(\theta) \equiv e^{i\theta \hat{Y}/2}, \quad R_z(\theta) \equiv e^{i\theta \hat{Z}/2}, \quad (1.11)$$

which rotate the Bloch vector by an angle of $\theta$ around the $x$, $y$, and $z$ axis, respectively. The one-qubit phasegate, in the variations $(0)$ and $(1)$, changes the relative phase of the $|0\rangle$ and $|1\rangle$ eigenstate. Usually, there is no distinction made between $\text{Ph}_0$ and $\text{Ph}_1$, as both are equivalent up to a global phase:

$$e^{-i\phi} \text{Ph}_1(\phi) = \text{Ph}_0(-\phi) \quad (1.12)$$

$\text{Ph}_1(\pi/2)$ is sometimes referred to simply as $\text{Phase}$-, or $\hat{S}$-gate, whereas $\text{Ph}_1(\pi/4)$ is often called the $\pi/8$-gate. This somewhat confusing convention stems from the fact that we can write

$$\text{Ph}_1(\pi/4) = \begin{pmatrix} 1 & 0 \\ 0 & e^{i\pi/4} \end{pmatrix} = e^{i\pi/8} \begin{pmatrix} e^{-i\pi/8} & 0 \\ 0 & e^{i\pi/8} \end{pmatrix}. \quad (1.13)$$

We can also define operators acting on two-qubit states. One possibility is to extend one-qubit operators to the two-qubit Hilbert space and combine them, e.g.

$$(\hat{X} \otimes 1_{1q})(1_{1q} \otimes \hat{X}) = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix} \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}. \quad (1.14)$$

However, there are also true two-qubit that cannot be decomposed like in the above example. This is in analogy to separable versus entangled two-qubit states. Incidentally, only true two-qubit gates that are not just a combination of single-qubit operations can create entangled states from a non-entangled input. A selection of true two-qubit gates is shown in the lower part of Table 1.1.

The CNOT gate performs a NOT, i.e. a Pauli-X gate, on the second input qubit,\footnote{assuming separability} but only to the extent that the first input qubit is $|1\rangle$. If the first input qubit is $|0\rangle$, it does not do anything. The SWAP gate switches the two input qubits. Finally, there is the Controlled Phasegate in the $(11)$ and $(00)$ variation. Similar to the CNOT, which performs an $\hat{X}$ on the second (the target) qubit if
the first (the control) qubit is $|1\rangle$, CPHASE$_{11}(\phi)$ performs a single-qubit $\text{Ph}_1(\phi)$ on the target qubit if the control qubit is $|1\rangle$. CPHASE$_{00}$ performs a $\text{Ph}_0(\phi)$ on the target qubit if the control qubit is $|0\rangle$.

It is very common to draw a series of gates in diagram form, as a quantum circuit. In such a quantum circuit, $n$ horizontal lines are drawn from left to right to represent $n$ input and output qubits. The operators are added as the symbols given in the middle column of Table 1.1. The two-qubit controlled operations usually indicate the control qubit with a filled or blank circle (filled if the controlled operation should be active when the control qubit is $|1\rangle$, blank when it should be active if the control qubit is $|0\rangle$), connected to the controlled operation on the target line.

### 1.3 Controlled Phasegates

The controlled phasegate CPHASE$_{00}$ is at the focus of this thesis. Note that while the two variations CPHASE$_{00}$ and CPHASE$_{11}$ are closely related, they are not equivalent up to a global phase as the one-qubit phasegates in Table 1.1 are.

Both controlled phasegates for $\phi = \pi$ can be combined with one-qubit operations to generate a CNOT. This equivalence is shown in Figure 1.2.

\[
\begin{align*}
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix} &= \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{pmatrix}
\end{align*}
\]

\[
\begin{align*}
\begin{pmatrix}
-1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} &= \begin{pmatrix}
-1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\end{align*}
\]

Figure 1.2: Equivalence of CNOT and controlled-$\pi$-phasegate

As a replacement for the CNOT, the controlled-$\pi$-phasegate has some benefits. One is that it only affects one of the basis states, as opposed to two for the
CNOT. This suggests that depending on the physical implementation of the qubit, it might be easier to implement a phasegate: For CPHASE\(_{00}(\phi)\), we can leave \(|01\rangle\), \(|10\rangle\) and \(|11\rangle\) untouched, and only transform

\[
|00\rangle \rightarrow e^{i\phi} |00\rangle.
\]

In comparison, for the CNOT, we would have to transform

\[
|10\rangle \rightarrow |11\rangle \\
|11\rangle \rightarrow |10\rangle.
\]

Secondly, a phasegate with a general phase \(\phi\) can be more versatile than a CNOT. For example, it can be directly employed in the implementation of a quantum Fourier transform (see Nielsen and Chuang [1, Chapter 5]). Also, the phasegate has the nice property of being accumulative: we can get CPHASE(\(\phi\)) by applying CPHASE(\(\phi/n\)) in series \(n\) times.

In most of the literature, the controlled phasegate is discussed in the form CPHASE\(_{11}\). However, in the implementation scheme that we will discuss in the next chapter, we will only allow manipulation of the \(|00\rangle\) eigenstate, not of \(|11\rangle\). Hence, we will focus only on the CPHASE\(_{00}\) form of the phasegate. As is shown in Figure 1.2, the two forms can be transformed into each other with four one-qubit Hadamard gates.

### 1.4 Universal Gates

In classical computation, it is well-known that any algorithm can be implemented using just logical NAND functions.\(^2\) In the same way, there is great interest in having a toolbox of qubit operators that when combined can perform any computation. Such a set of operators is called universal. It can be shown (see Nielsen and Chuang [1]) that the combination of all one-qubit gates with the two-qubit CNOT is universal. This is quite intuitive: The one-qubit operators can manipulate the individual qubits in any imaginable way, whereas the CNOT serves as a conditional, combining the information from different qubits.

In addition to the one-qubit plus CNOT set, it can also be shown that CNOT combined with the one-qubit Hadamard, CPHASE\(_1(\pi/2)\), and \(\pi/8\)-gate are approximately universal, that is any quantum circuit can be approximated to arbitrary precision using just these gates.

As we have seen, the CNOT gate is equivalent to the controlled-phasegate combined with Hadamard and possibly Pauli-X gates. Therefore, we also have a universal set of quantum operators that includes the controlled phasegate as the only two-qubit gate.

In most physical implementations of quantum computing, single-qubit operations are relatively easy to perform, and two-qubit operations are hard. If we manage to successfully implement a CNOT, or controlled phasegate, we have demonstrated that the system can be used for universal quantum computation. This is our motivation for attempting the implementation of a controlled phasegate in a system where the qubits are encoded in the electronic

\(^2\)NAND\((a,b)\) is false if \(a\), \(b\), or both are true; and true if \(a\) and \(b\) are both false.
states of a Calcium atom, as discussed in detail in Chapter 2. Quantum gates can be implemented in the system by applying laser pulses that transfer population between the different levels. The focus of this thesis is to find a laser pulse that implements a controlled phasegate, using numerical simulation of the system and Optimal Control Theory. Chapter 3 will discuss the numerical tools. Chapter 4 will discuss the details of the optimization schemes that are used to solve the problem, before the results will be presented in Chapter 5. Finally, a summary and outlook will be given in Chapter 6.
Chapter 2

Quantum Computation with Calcium Atoms

The discussion of qubits and quantum gates in the previous chapter has been purely abstract, detached from any physical system. A qubit was simply a quantum mechanical two-level system. In reality, we are presented with something much more complicated: We have a large number of neutral atoms, each one with external and internal degrees of freedom. The external degrees of freedom consist of the motion in the three dimensions of space for each individual atom. The internal degrees of freedom are the full electronic structure including spin-orbit coupling, Zeeman, and hyperfine splitting. It is not immediately obvious how such a system can be an implementation of a quantum computer.

DiVincenzo [2] famously formulated five conditions for the successful implementation of a quantum computer. Quoting the original paper:

1. A scalable physical system with well-characterized qubits
2. The ability to initialize the state of the qubits to a simple fiducial state, such as \(|000\ldots\rangle\)
3. Long relevant decoherence times, much longer than the gate operation time
4. A “universal” set of quantum gates
5. A qubit-specific measurement capability

In order to understand how to define well-characterized qubits in our system, we have to carefully break it down into its parts. Our goal is to find a qubit encoding in the internal states of each atom. We also have to understand the encoding of a two-qubit state and the physical processes that are relevant in order to perform gate operations. At the end of the chapter, we will return to DiVincenzo’s criteria, giving an overview over the full quantum computational system.
2. Quantum Computation with Calcium Atoms

2.1 Trapping of Calcium Atoms

As a prerequisite, it is quite evident that we will not be able to do successful quantum computation if the Calcium atoms are just wildly flying around in space at high temperatures. In such a situation, even on a short time scale, there would be no way to reliably interact with an individual atom to perform a single qubit gate, or to control the interaction between two specific atoms for a two-qubit gate. It is therefore necessary to limit and control the motional degrees of freedom by cooling and trapping the atoms.

To do this, we can make use of an optical lattice created by multiple standing laser waves. The laser fields can induce a polarizability in neutral atoms (ac-Stark effect and thereby trap them. With three orthogonally crossed waves, a cubic lattice results.

For our purpose, we start with a Bose-Einstein condensate of our atoms and then gradually turn up the lattice. For a sufficiently high lattice potential, Greiner et al. [3] showed that a phase transition from the superfluid phase to the Mott insulator phase occurs. This transition leaves exactly one trapped atom per lattice site. For a review of optical lattices, see Jessen and Deutsch [4] and more recently Bloch [5]. The number of atoms that can be loaded onto an optical lattice can be very large (10^6 as reported by Hamann et al. [6]).

Looking at a plane in the lattice, we have a two-dimensional trap potential

\[ V_{\text{trap}} = V_0 \sin^2 (k_x x) + \sin^2 (k_y y) \]  

(2.1)

We can effectively control the motional degrees of freedom for each atom by choosing the grid wavelength in the \( x \)-direction much larger than in the \( y \)-direction, so that the movement becomes one-dimensional in the \( x \)-direction. Any movement in \( y \) or \( z \) is frozen out for ultracold temperatures. Thereby, we have significantly reduced the external degrees of freedom for each atom from three to one. In first order, the one-dimensional lattice can be approximated by a harmonic potential at each lattice site. Looking at two neighboring lattice sites, separated by the trap distance \( d \), we can write

\[ V_{\text{trap}}(x) \approx \frac{1}{2} \mu \omega^2 \left( x + \frac{d}{2} \right)^2 + \frac{1}{2} \mu \omega^2 \left( x - \frac{d}{2} \right)^2 \]  

(2.2)

In order for the atoms to be well-confined to their local trap potential, we require that the ground state trap eigenfunctions of two neighboring lattice sites have minimal overlap. This places a restriction on the trap frequency \( \omega \), in dependency of the grid spacing \( d \).
2.1. Trapping of Calcium Atoms

We can calculate the overlap between the left (+) and right (−) ground state wave functions as

\[
\langle \Psi_+ | \Psi_- \rangle = \left( \frac{m \omega}{\pi \hbar} \right)^{\frac{1}{2}} \int_{-\infty}^{+\infty} \exp \left\{ -\frac{m \omega}{2 \hbar} \left[ \left( x - \frac{d}{2} \right)^2 - \left( x + \frac{d}{2} \right)^2 \right] \right\} \, dx
\]

\[
= \left( \frac{m \omega}{\pi \hbar} \right)^{\frac{1}{2}} \int_{-\infty}^{+\infty} \exp \left\{ -\frac{m \omega}{2 \hbar} \left[ 2x^2 + d^2 \right] \right\} \, dx
\]

\[
= e^{-\frac{m \omega d^2}{2 \hbar}} \left( \frac{m \omega}{\pi \hbar} \right)^{\frac{1}{2}} \int_{-\infty}^{+\infty} \exp \left\{ -\frac{m \omega}{\hbar} x^2 \right\} \, dx
\]

\[
= e^{-\frac{m \omega d^2}{2 \hbar}}.
\]

The overlap for Calcium and a selection of trap parameters \( \omega \) and \( d \) is shown in Table 2.1.

As we will see in the subsequent chapters, the effectiveness of two-qubit operations depends crucially on the lattice distance \( d \), which should be as small as possible, to the limit that the corresponding trap frequency from Table 2.1 is feasible. Under realistic circumstances, feasible trap intensities are in the range 200-330 kHz (cf. Koch et al. [7] and references therein).

Traditionally, the lattice spacing is restricted to about half the laser wavelength, which would mean about 300 nm for a traditional He-Ne-Laser or 120 nm at the absolute minimum for a Ar-UV-laser. To achieve smaller grid-spacing, we can use subwavelength lattices, in which the \( \lambda / 2 \) potentials are sub-divided into several potential wells with the help of multiple additional lasers (discussed specifically in this context by Yi et al. [8]).

Having confined the Calcium atoms to a fixed lattice, we now turn to the internal degrees of freedom in order to find an encoding for the qubit states, before returning to external degrees of freedom for the description of two qubits.

### Table 2.1: Overlap \( \langle \Psi_+ | \Psi_- \rangle \) in parts per thousand for Calcium (reduced mass \( \mu = 36423.67 \) a.u.) In each column, the first entry < 0.1% is highlighted.

<table>
<thead>
<tr>
<th>( \omega ) [kHz]</th>
<th>5</th>
<th>10</th>
<th>50</th>
<th>75</th>
<th>100</th>
<th>150</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>997.5</td>
<td>990.2</td>
<td>781.1</td>
<td>573.5</td>
<td>372.2</td>
<td>108.2</td>
<td>19.18</td>
</tr>
<tr>
<td>150</td>
<td>996.3</td>
<td>985.3</td>
<td>69031</td>
<td>434.3</td>
<td>227.0</td>
<td>35.56</td>
<td>2.657</td>
</tr>
<tr>
<td>250</td>
<td>993.8</td>
<td>975.6</td>
<td>539.1</td>
<td>249.1</td>
<td>84.49</td>
<td>3.849</td>
<td>0.051</td>
</tr>
<tr>
<td>500</td>
<td>987.7</td>
<td>951.8</td>
<td>62.04</td>
<td>35.58</td>
<td>7.139</td>
<td>0.015</td>
<td>0</td>
</tr>
<tr>
<td>1000</td>
<td>975.6</td>
<td>905.9</td>
<td>38.49</td>
<td>2.657</td>
<td>0.051</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2000</td>
<td>951.8</td>
<td>820.6</td>
<td>7.139</td>
<td>0.015</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4000</td>
<td>905.9</td>
<td>673.4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>100000</td>
<td>84.49</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>400000</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

We will see in the subsequent chapters, the effectiveness of two-qubit operations depends crucially on the lattice distance \( d \), which should be as small as possible, to the limit that the corresponding trap frequency from Table 2.1 is feasible. Under realistic circumstances, feasible trap intensities are in the range 200-330 kHz (cf. Koch et al. [7] and references therein).
2.2 Internal Degrees of Freedom and Description of a Single Qubit

Our goal is to encode the qubit states $|0\rangle$ and $|1\rangle$ completely in the internal degrees of freedom of a single Calcium atom. There is no coupling between the internal and external degrees of freedom for an isolated qubit. Furthermore, we want to manipulate the qubit using a laser pulse. A selection of the term scheme for Calcium is shown in Figure 2.1.

![Figure 2.1: Selection of Calcium level scheme, showing the qubit encoding. The energy level information is from the NIST Atomic Spectra Database at http://physics.nist.gov/PhysRefData/ASD/](image)

We now choose the following encoding: The $^1S_0$ ground state shall represent $|0\rangle$, and the $^3P_1$ state with an energy of 15210 cm$^{-1}$ shall represent $|1\rangle$.

Note that the direct electric dipole transition between $|0\rangle$ and $|1\rangle$ is not allowed (singlet to triplet): The $|1\rangle$ state is metastable with a lifetime on the order of 0.5 ms (Pasternack et al. [9]). This is a sufficient decoherence time for a qubit encoding compared to the time scales of the quantum gates that we strive for, which should be below the nanosecond scale.

In order to manipulate the $|0\rangle$ state independently from $|1\rangle$, which will help in the construction of a controlled phase gate, we also include the $^1P_1$ state as an auxiliary $|\text{aux}\rangle$ in the description of the single qubit. This $|\text{aux}\rangle$ state is at an energy of 23652 cm$^{-1}$ relative to the ground state, and is reachable via an allowed electric dipole transition. We add a laser tuned to $|0\rangle \rightarrow |\text{aux}\rangle$, as shown in Figure 2.1. This laser allows us to do gate manipulations on the $|0\rangle$ state with the fast transition to the $|\text{aux}\rangle$ state. As long as the spectral width of our laser pulse around $\omega_L$ stays within reasonable limits, we will not populate any states outside of $|0\rangle$, $|1\rangle$, and $|\text{aux}\rangle$. We assume that the laser is not strong...
enough to excite higher order transitions. For large time scales (discussed by Pasternack et al. [9]), the transition between the ground state and the $4s \, ^1D_2$ state, may become a source of loss scales.

We do not have to include other internal degrees of freedom: both the $|0\rangle$ and the $|\text{aux}\rangle$ states are singlet, which means they have no Zeeman splitting. Also, we use the $^{40}\text{Ca}$ isotope of Calcium, which has a nuclear spin of zero and therefore no hyperfine splitting.

With these arguments, we can conclude that we only have to include the three levels $|0\rangle$, $|1\rangle$, and $|\text{aux}\rangle$ in a description of the relevant internal degrees of freedom for a single qubit.

To fit the definition of the qubit as a two-level system ($|0\rangle$, $|1\rangle$), we require that the $|\text{aux}\rangle$ state is not populated before or after, but only during a gate operation.

The field-free Hamiltonian for the single-qubit description is therefore

$$\hat{H}^{(0)}_{1q} = \begin{pmatrix}
E_0 & 0 & 0 \\
0 & E_1 & 0 \\
0 & 0 & E_{\text{aux}}
\end{pmatrix}$$

(2.4)

Adding the laser tuned to the transition between $|0\rangle$ and $|\text{aux}\rangle$, this becomes

$$\hat{H}_{1q} = \begin{pmatrix}
E_0 & 0 & \mu \epsilon(t) \\
0 & E_1 & 0 \\
\mu \epsilon(t) & 0 & E_{\text{aux}}
\end{pmatrix}$$

(2.5)

where $\mu$ is the dipole coupling between the two levels and $\epsilon(t)$ is the laser field. By modifying $\epsilon(t)$ we can control the dynamics of the single qubits. However, we have no direct control over the $|11\rangle$ state, which will always evolve according to its natural field-free time evolution. This means that with the Hamiltonian given by Equation (2.5) we can only implement a subset of all one-qubit operation. However, we could also add a different laser for direct transitions between $|0\rangle$ and $|1\rangle$, using a magnetic dipole transition. For the purpose of implementing a controlled phase gate, this will not be our focus.

Note that in writing Equation (2.5), we have described the laser classically, implying strong fields, and made use of the dipole approximation to describe the interaction between the laser field and the atom’s internal degrees of freedom.

### 2.3 Description of Two Qubits

Having a full description of a single qubit, we can now return to considering two Calcium atoms in neighboring lattice sites. A description of this two-qubit system has to include the one-qubit Hamiltonian for each of the two atoms, the motional degree of freedom, which as we have seen in Section 2.1 can be reduced to one dimension ($x_1$ for the first qubit, $x_2$ for the second), and the interaction between the two atoms.

First we rewrite Equation (2.5) in a slightly more abstract form:

$$\hat{H}_{1q} = \sum_i E_i |i\rangle\langle i| + \sum_{i \neq j} \mu_{ij,\text{aux}} |i\rangle\langle j|,$$

(2.6)
where \( i, j = 0, 1, \text{aux} \). This one-qubit Hamiltonian is an element of SU(3). Then, we write down the complete two-qubit Hamiltonian separated into a non-interaction and an interaction part:

\[
\hat{H}_{2q} = \hat{H}_{2q}^{(0)} + \hat{H}_{2q}^{(1)},
\]

with the non-interaction Hamiltonian

\[
\hat{H}_{2q}^{(0)}(x_1, x_2) = \hat{H}_{1q} \otimes \mathbb{I}_{SU(3)} \otimes \mathbb{I}_{x_1} + \mathbb{I}_{x_2} \otimes \mathbb{I}_{SU(3)} \otimes \hat{H}_{1q}
\]

\[
= \sum_{i, j} |i\rangle\langle i| \otimes |j\rangle\langle j| \otimes (T_{x_1} + T_{x_2} + \hat{V}_{\text{trap}}(x_1) + E_i + \hat{V}_{\text{trap}}(x_2) + E_j) + \sum_{i \neq j} |i\rangle\langle j| \otimes |k\rangle\langle k| \otimes (\epsilon(t) \hat{\mu}_{ij}) + \sum_{i \neq j} |k\rangle\langle k| \otimes |i\rangle\langle j| \otimes (\epsilon(t) \hat{\mu}_{ij}).
\]

Note that in principle, the trap potential can interact differently with different electronic states, so that instead of \( \hat{V}_{\text{trap}} \), we should have written \( \hat{V}^{ij}_{\text{trap}} \) (cf. Mandel et al. [10, Methods]). However, using the magic wavelength technique (see Lundblad et al. [11] and references therein), we can have identical trap potentials for all electronic states included in our Hamiltonian. Using state-dependent trap potentials (e.g. \( V_{\text{trap}} \rightarrow -V_{\text{trap}} \) for the excited electronic states) did not change our results significantly.

The interaction Hamiltonian reads

\[
\hat{H}_{2q}^{(1)}(x_1, x_2) = \sum_{i, j} |i\rangle\langle i| \otimes |j\rangle\langle j| \otimes V_{BO}^{(ij)}(|x_2 - x_1|) + \sum_{i \neq j, k} |i\rangle\langle j| \otimes |k\rangle\langle k| \otimes (\epsilon(t) \hat{\mu}_{ij}(|x_2 - x_1|)) + \sum_{i \neq j, k} |k\rangle\langle k| \otimes |i\rangle\langle j| \otimes (\epsilon(t) \hat{\mu}_{ij}(|x_2 - x_1|)).
\]

### 2.3.1 Qubit-Qubit Interaction

In writing down the interaction Hamiltonian for the description of two qubits, we have postulated an interaction potential \( V_{BO}(R) \) and an interaction dipole moment \( \mu(R) \). These can be understood as Born-Oppenheimer type potentials (see Appendix A). Note that the interaction depends only on the relative distance between the two qubits.

For our simulations, we used interaction potentials and dipoles derived from ab-initio calculations by Bussery-Honvault et al. [12] combined with spectroscopic data from Allard et al. [13]. The first few potential curves are plotted in Figure 2.2, with the asymptotic energies \( E_{ij} = E_i + E_j \). What is important is that all potentials surfaces have a long range behavior \( 1/R^6 \), except

\[\footnote{A plot of the dipoles can be found in the paper by Koch and Moszynski [14]. In the region that we are interested in, the dipole is nearly constant.}
2.3. Description of Two Qubits

Figure 2.2: Potential surfaces of five lowest $R$-dependent two-qubit states. The asymptotic values of the potentials correspond to the energies of the logical two-qubit states, shown on the right.

$|0a⟩ = |0⟩ \otimes |aux⟩, |a0⟩$, which follow a $1/R^3$ curve (see [12]). At $R = 5$ nm (the region where we will run our optimization) and beyond, the $1/R^6$ potentials are essentially flat, while the $1/R^3$-potentials still has a comparably large gradient.

This means that in the excited $|0a⟩, |a0⟩$ state, the atoms feel an interaction force that they do not feel in the ground state. It is this physical interaction which we exploit in order to generate a genuine two-qubit interaction leading to entanglement (see Chapter 4).

2.3.2 Harmonic Approximation of the Trap Potential

While the terms in the interaction Hamiltonian of Equation (2.9) are already in relative coordinates $R = x_2 - x_1$, the diagonal elements of the non-interaction Hamiltonian of Equation (2.8) are not.
However, if we go back to the one-dimensional trap potential with two neighboring lattice sites separated by a distance \( d \), as shown in Figure 2.3(a), we can again argue that in a first order approximation, each atom feels a harmonic potential, shown in gray. In this harmonic approximation (and only there), we can also separate the center-of-mass motion from the relative motion.

If \( x_1 \) and \( x_2 \) denote the single-particle-coordinates of the atom in the left and in the right trap, respectively, then each diagonal element of the Hamiltonian takes the form (neglecting the constant \( E_i + E_j \))

\[
H_{\text{trap}}(x_1, x_2) = -\frac{\hbar^2}{2m} \left( \nabla_1^2 + \nabla_2^2 \right) + \frac{1}{2} m \omega^2 \left( \frac{x_1 + d}{2} \right)^2 + \frac{1}{2} m \omega^2 \left( \frac{x_2 - d}{2} \right)^2. \tag{2.10}
\]

If we introduce center-of-mass coordinates

\[
X = \frac{x_1 + x_2}{2} \tag{2.11}
\]

\[
M = \frac{2m}{2} \tag{2.12}
\]

and relative coordinates

\[
R = x_2 - x_1 \tag{2.13}
\]

\[
\mu = \frac{m}{2}, \tag{2.14}
\]

we can rewrite the Hamiltonian (see Appendix B).

\[
\hat{H}_{\text{trap}} = -\frac{\hbar^2}{2M} \nabla_X^2 + \frac{1}{2} M \omega^2 X^2 - \frac{\hbar^2}{2\mu} \nabla_R^2 + \frac{1}{2} \mu \omega^2 (R - d)^2 \tag{2.15}
\]

Since the Hamiltonian separates into center-of-mass and relative motion, the wave function can be written as a product \( \Psi(x_1, x_2) = \Psi(R)\chi(X) \). We integrate out the center-of-mass motion which leaves us with a Schrödinger equation for the relative motion in the trap:

\[
\left( -\frac{\hbar^2}{2\mu} \nabla^2 + \frac{1}{2} \mu \omega^2 (R - d)^2 \right) \Psi(R) = E\Psi(R). \tag{2.16}
\]

The situation is depicted in Figure 2.3(b). Note that the left Calcium atom now defines the point of origin, while the relative position of the right atom defines the value of the potential. Both atoms are still contained in another harmonic potential via their center of mass, which we have integrated out.

### 2.3.3 Summary of Two-Qubit Description

Combining the somewhat abstract description of the Hamiltonian at the beginning of Section 2.3 with the discussion of the previous two subsections, we can write down the Hamiltonian for two qubits in a simpler form, using the internuclear distance \( R \) (or vibrational degree of freedom) as the spatial coordinate. The center-of-mass motion is integrated out. We will also discuss a suitable encoding for the logical (electronic) two-qubit states.
2.3. Description of Two Qubits

Hamiltonian

The two-qubit Hamiltonian has $9 \times 9$ elements, for the nine possible combinations of two single-qubit states. The diagonal elements are

$$H_{i,i} = \hat{T} + \hat{V}_{\text{trap}}(R) + \hat{V}_{BO}^{(i)}(R) + E_i$$

(2.17)

The off-diagonal dipole couplings are

$$H_{i,j} = \epsilon(t)\mu_{ij}(R)$$

(2.18)

to the extent that $\mu_{ij} \neq 0$. Together,

$$\hat{H} = \sum_i H_{i,i} |i\rangle\langle i| + \sum_{i \neq j} H_{i,j} |i\rangle\langle j|.$$  

(2.19)

In all three of these equations, the indexes $i, j$ run over the values $00, 0a, 01, 10, 1a, 11, a0, aa, a1$. The letter $a$ is two-qubit shorthand for aux, for example the index $1a$ indicates the matrix element $|1\rangle\langle 1| \otimes |\text{aux}\rangle\langle \text{aux}|$.

If we group the terms $\hat{V}_{BO} + E_i$ together, they describe a Born-Oppenheimer surface with the asymptotic value $E_i$, which is exactly what is shown in Figure 2.2. With this understanding, we label the $R$-dependent interaction surfaces as $|00\rangle, |10\rangle$, etc. according to which electronic two-qubit state they are associated with.

Wave Function

The wave functions of the Hamiltonian given by Equation (2.19) can be decomposed into the surfaces $|00\rangle$ . . . $|11\rangle$, but also has a motional degree of freedom $R$. This means that for any surface, there is still an infinite number of possible states; i.e. the vibrational degree of freedom mixes completely with the electronic degree of freedom. To keep the two degrees of freedom separate, we have to encode the two-qubit state in a specific $R$-dependent wave function. For example, we can define the $R$-dependent $|00\rangle$ qubit eigenstate as

$$|00(R)\rangle = \Psi^{(0)}_{00}(R) \otimes |00\rangle$$

(2.20)

where $\Psi^{(0)}_{00}$ is the first eigenstate of Equation (2.17) with an eigenvalue greater than $E_{00}^0$, i.e. the first eigenstate that is only bound by the trap potential, akin to the trap ground state. This choice is motivated by the fact the that atoms in the optical lattice automatically go into the trap ground state during the transition to the MOT phase.

This definition of $R$-dependent two-qubit ground states has an important consequence. Since we will express all gate operations purely on the logical two-qubit states, we must require that we can decouple the motional and the electronic degree of freedom completely before and after each gate operation. For example, we may start with the state $|00(R)\rangle$, which we can reduce to the

\footnote{If $\hat{V}_{BO}$ were constant, $\Psi^{(0)}_{00}$ would be exactly the trap ground state.}
logical two-qubit state by integrating out the motional degree of freedom like this:

$$\Psi(0)_{00} = \langle \Psi(0)_{00} | \Psi(0)_{00} \rangle = |00\rangle$$  (2.21)

When a laser pulse designed to perform a gate operation is applied to the system, the initial state transforms as

$$|00\rangle_{(R)} \longrightarrow |00\rangle_{(R)}' = \left( \sum_k \alpha_k' \Psi_{00}^k (R) \right) \otimes \left( \sum_{ij} \alpha_{ij}' |ij\rangle \right)$$  (2.22)

The transformed state again consists of a motional part, written as an expansion into the surface eigenstates $$\Psi_{00}^k (R)$$, and an internal part, also written as an expansion into the logical eigenstates $$|00\rangle$$, $$|01\rangle$$, $$|10\rangle$$, $$|11\rangle$$. Only if

$$\langle \Psi(0)_{00} | \sum_k \alpha_k' \Psi_{00}^k (R) \rangle = 1 \iff \alpha_k' = \delta_{k0},$$  (2.23)

it makes sense to understand the process as a logical gate $$|00\rangle \longrightarrow |00\rangle'$$. In other words, the system must be in the same vibrational state before and after the gate operation.

$$\Psi(0)_{00} (R) \otimes |00\rangle \longrightarrow \Psi(0)_{00} (R) \otimes |00\rangle'$$  (2.24)

Failing this requirement is a source of decoherence. We call the left hand side of Equation (2.23) the vibrational purity.

Note that it is important that after the gate operation we end up in the same eigenstate: if this was not the case, we could not be able to repeat a gate twice with the same effect.

### 2.4 Asymptotic Description of Two Qubits

In the asymptotic case, where the interaction between the qubits disappears, the two-qubit Hamiltonian can be written simply as the combination of two identical one-qubit Hamiltonians:

$$\hat{H}_{2q} = \hat{H}_{1q} \otimes 1 + 1 \otimes \hat{H}_{1q}$$

$$= \begin{pmatrix} E_{00} & 0 & \mu \epsilon & \cdots & \mu \epsilon & 0 & 0 \\ 0 & E_{01} & 0 & \cdots & 0 & \mu \epsilon & 0 \\ \mu \epsilon & 0 & E_{0a} & \cdots & 0 & \mu \epsilon & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots & \ddots & \ddots \\ \mu \epsilon & 0 & 0 & \cdots & E_{a0} & 0 & \mu \epsilon \\ 0 & \mu \epsilon & 0 & \cdots & E_{a1} & 0 & \mu \epsilon \\ 0 & 0 & \mu \epsilon & \cdots & \mu \epsilon & 0 & E_{aa} \end{pmatrix},$$  (2.25)

$$|0\rangle \otimes |0\rangle$$ becomes $$|00\rangle$$ with the energy $$E_{00} = E_0 + E_0$$, and analogously for the other states, which are shown in Figure 2.4 along with their respective energy. There is no $$R$$-dependency of the states. This asymptotic case should make the structure of Equation (2.19) yet clearer.
2.5 Quantum Information Processing with Calcium

We will now return to DiVincenzo’s five criteria, briefly discussing each. Most of this discussion is valid for any quantum computing model involving neutral atoms in optical lattices.

2.5.1 Scalability

There are several aspects to extending the concepts we have discussed in the previous sections to a large scale. We need a controllable system with suitable parameters of a large number of qubits where we can locally apply one- and two-qubit operations. We need to be able to address local sites. Finally, we need to be able to combine gate results from different sites via the transport of qubits (or qubit information).

We briefly mentioned the use of subwavelength lattices to reach small trap distances. The additional laser fields necessary for this can also supply us with the tools both for addressing and transport, in the form of state-dependent superlattices. These methods are laid out in detail by Yi et al. [8], Daley et al. [15], and Gorshkov et al. [16]. For example, we could use a gradient field to select specific sites and lift the atoms state-dependently to a transport superlattice. By manipulating the individual lattices dynamically, we can implement complex quantum informational procedures. Especially, a dynamic grid is necessary to perform one-qubit operations on neighboring atoms: In order to have no interaction in the $|0a\rangle$ state, we need to dynamically move the two atoms apart from each other to the asymptotic case by temporarily expanding the lattice.

A specific addressing problem in the context of our two-qubit gates is that in order to perform a local two-qubit gate we need to operate on two qubits in neighboring lattice sites. One way to guarantee that the model presented in the previous sections holds true is to eliminate every third atom from the lattice, so that there are isolated pairs of two qubits. We might attempt to do such a thing.

![Figure 2.4: Level Scheme of asymptotic two-qubit system, drawn to scale. The energy level information is from the NIST Atomic Spectra Database at http://physics.nist.gov/PhysRefData/ASD/](image-url)
2. Quantum Computation with Calcium Atoms

with the single-site addressability features of the superlattices. Alternatively, we might use the patterned loading techniques proposed by Peil et al. [17] during the initialization phase. If we managed to initialize a lattice with every third atom missing, we could greatly relax the addressability requirement, and instead operate with massive quantum parallelism.

2.5.2 Initialization

The initialization process is extremely easy. As we already discussed, the MOT process guarantees that there is exactly one atom per lattice site. Furthermore, each atom will be in the trap ground state. The ultra-cold environment guarantees very pure quantum states.

The electronic states can in general be freely manipulated, even though in our description of a single qubit, direct electric dipole transitions between \(|0\rangle\) and \(|1\rangle\) are not allowed. As explained, we could still use a direct magnetic dipole transition to pump between the two levels.

2.5.3 Decoherence

The great benefit of using neutral atoms as qubit carriers is that they interact weakly with the environment, providing low decoherence. Of course, this feature also makes the implementation of two-qubit gates more difficult, as neutral atoms also interact weakly with each other.

We have already discussed one source of decoherence: the lifetime of the metastable \(|1\rangle\) state which is on the order of about 0.5 ms. Furthermore, we also have to take into account spontaneous emission from the \(|\text{aux}\rangle\) state. The lifetime for the transition can be found in the NIST Atomic Spectra Database http://physics.nist.gov/PhysRefData/ASD/ as 4.59 ns. While this is a considerably shorter time span, it only limits our gate time: between gates, the \(|\text{aux}\rangle\) state should not be populated.

There are further sources of decoherence which depend on the accuracy of an experimental implementation: photon scattering in the trap, fluctuations in the laser fields, and imperfections in pulse timing.

We will show in Chapter 5.3 that the entanglement between the internal and the motional degree of freedom (cf. Equation (2.23)) can be a significant problem under certain conditions.

Lastly, we must be careful that the pulses implementing the quantum gates do not lead out of the qubit-subspace, for example due to multiple-photon-excitations.

2.5.4 Universal Quantum Gates

The realization of a universal set of quantum gates will be the focus of the remainder of this thesis. Implementing one-qubit operations is possible with simple optical pumping. We will see an example for the implementation of a one-qubit gate in Section 4.1.1. As we have seen in Section 1.4, if we are able to do arbitrary one-qubit operations, we need CNOT as the only two-qubit gate to
guarantee universality. Since the controlled phasegate that is the focus of this thesis is equivalent to the CNOT, in the sense that we can build a CNOT out of single-qubit operations together with one or more controlled phasegates, we have a universal set of quantum gates to the extent that the implementation of the phasegate is successful.

2.5.5 Measurement

The last step in the implementation of a full quantum computer is the readout of states. One option is to do a destructive measurement at the end of all gate operations. For this we switch off the trap and perform time-of-flight measurements. See Chapter 4 of the diploma thesis by Öhlinger [18] and references therein for a detailed discussion of time-of-flight measurements in optical traps.

A non-destructive alternative is the Quantum Jump technique developed by Nagourney et al. [19], Bergquist et al. [20], and Sauter et al. [21], as well as by Finn et al. [22] for neutral atoms. The technique is based on monitoring the fluorescence of a strong transition which will cease if the atom is in the metastable state that we are measuring for.
Chapter 3

Numerical Tools

3.1 Numerical Representation of the System

3.1.1 Discretization

In the previous description of the Calcium system, the relative spatial coordinate $R$ appearing in the Hamiltonian and in the wave functions has been a continuous variable between 0 and $\infty$. The same applies to time. However, since we simulate the system in a computer, we have to approximate the continuous description of the system by a discrete and finite one. Specifically, we need to map the Hamiltonian and the wave function as

$$\hat{H} \rightarrow \hat{H}_N; \quad \Psi \rightarrow \Psi_N,$$

(3.1)

where $N$ is the dimension of the finite Hilbert space of the numerical description.

Tannor [23, Chapter 11] gives an extensive overview of the various methods and considerations for doing such a numerical description.

In essence, we have to restrict ourselves to a subspace of the full Hilbert space by choosing a projector $\hat{P}_N$ so that

$$\hat{H}_N = \hat{P}_N \hat{H} \hat{P}_N; \quad \Psi_N = \hat{P}_N \Psi,$$

(3.2)

based on a set of basis functions $\phi_n$:

$$\hat{P}_N = \sum_{n=1}^{N} |\phi_n \rangle \langle \phi_n|$$

(3.3)

These basis functions may be a regular set of orthogonal functions (truncated to the first $N$), in which case we talk about a spectral basis; or they may be a set of functions localized on a set of grid points,$^1$ in which case we talk about a pseudospectral basis. In principle, we can find corresponding spectral and

---

$^1$Each basis function is localized at a grid point in the sense that it has an amplitude of zero at each grid point except the one it is localized at. It may however have an amplitude greater than zero between grid points. Furthermore, it is a $\delta$-type function that becomes a sharp $\delta$ peak for $N \rightarrow \infty$
pseudospectral bases that are related by a unitary transformation and therefore equivalent. Quite generally, we want the basis functions to exhibit collocation, that is the numerical wave function $\Psi_N$ should coincide exactly with the true wave function $\Psi$ at a set of grid points (or collocation points) $R_i$:

$$\Psi_N(R_i) = \hat{P}_N\Psi(R_i) = \Psi(R_i) \quad (3.4)$$

$$\Psi(R) \approx \hat{P}_N\Psi(R) \quad (3.5)$$

Based on collocation, we can rewrite $\hat{P}_N$ in a pseudospectral basis in which the values of $\Psi(R_i)$ serve as expansion coefficients (cf. Section 3.1.2). That is, collocation opens up the possibility of representing the system intuitively by simple sampling: taking the actual system values, but at regular grid points. While this might be the first thing that comes to mind in treating any system numerically, it has to be based on a proper footing. For a good collocation scheme, we demand a discrete orthogonality relation

$$\sum_{j=1}^{N} \phi_k^* (R_j) \phi_l (R_j) \Delta_j = \delta_{kl}; \quad m, n = 1 \ldots N \quad (3.6)$$

for the basis functions at the grid points, as opposed to a continuous one for traditional non-collocation spectral bases. $\Delta_j$ is a weight depending on the specific choice of the $\phi_n$.

### 3.1.2 The Fourier Grid

For the purpose of our simulation, we choose the Fourier method (Kosloff [24]), in which the spectral basis is a set of band-limited\(^2\) plane waves.

$$\Psi_N(R) = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} a_n e^{ik_n \Delta k R}; \quad k = \kappa_n \Delta k \quad (3.7)$$

The index $\kappa_n$ has the values

$$\kappa_n = \kappa_{\min} \ldots \kappa_{\max} = \begin{cases} \left\lfloor \frac{N}{2} \right\rfloor \ldots \left\lfloor \frac{N}{2} \right\rfloor & \text{if } N \text{ odd} \\ -\left\lfloor \frac{N}{2} \right\rfloor + 1 \ldots \left\lfloor \frac{N}{2} \right\rfloor & \text{if } N \text{ even.} \end{cases} \quad (3.8)$$

The Fourier basis works with an equidistant spatial grid

$$R_j = (j - 1)\Delta R; \quad j = 1 \ldots N, \quad \Delta R = \frac{L}{N} \quad (3.9)$$

with the grid size $L = R_{\max}$. The spectral expansion coefficients are

$$a_n = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \Psi(R_j) e^{-i\kappa_n \Delta k R_j}, \quad (3.10)$$

\(^2\text{Band-limited means that that there is a lower and upper bound for the frequencies appearing.}\)
3.1. Numerical Representation of the System

We do not in fact store the wave function as an array of the spectral coefficients \( a_n \). Instead, based on the associated pseudospectral basis (see Tannor [23, Section 11.6.3])

\[
\theta_j = \sum_{n=1}^{N} \frac{1}{\sqrt{L}} e^{i2\pi n R_j/L} \frac{1}{\sqrt{N}} e^{i2\pi n R_j/L} \tag{3.11}
\]

for which the \( \Psi(R_j) \) are the expansion coefficients, we store it as an array of the sampled values \( \Psi(R_j) \).

The Fourier method gets its name from the fact that the spectral expansion coefficients are defined by Equation (3.10), which is the discrete Fourier transform of \( \Psi(R) \). Defining the grid in coordinate space as in Equation (3.9) implicitly gives us a grid in momentum space as well. The grid spacing \( \Delta k \) for the momentum grid comes out of the orthogonality requirement in Equation (3.6) with \( \Delta_j = 1/\gamma \):

\[
\sum_{j=1}^{N} \phi_k^*(R_j) \phi_l(R_j) = \frac{1}{N} \sum_{j=1}^{N} \exp \left[ i \Delta_k (\kappa_k - \kappa_l) R_j \right] = \frac{1}{N} \sum_{j=1}^{N} \exp \left[ \frac{\Delta k L}{N} (\kappa_k - \kappa_l)(j-1) \right] \tag{3.12}
\]

For \( k = l \), this is clearly one. Otherwise, we can identify Equation (3.12) as a partial sum of the geometric series:

\[
\sum_{v=0}^{N} \gamma^v = \begin{cases} 
\hat{N} + 1 & \text{if } \gamma = 1, \\
\frac{1}{1-\gamma} & \text{if } \gamma \neq 1,
\end{cases} \tag{3.13}
\]

with

\[
\gamma = \exp \left[ \frac{\Delta k L}{N} (\kappa_k - \kappa_l) \right]. \tag{3.14}
\]

In our case, \( \nu = j-1 \) and \( \hat{N} = N - 1 \) Since \( \gamma \neq 1 \) for \( k \neq l \), the orthogonality is fulfilled if

\[
1 - \gamma^{\hat{N}+1} = 0 \iff \gamma^{\hat{N}+1} = 1. \tag{3.15}
\]

We see that

\[
\gamma^N = \exp \left[ i \Delta k L (\kappa_k - \kappa_l) \right] = 1 \tag{3.16}
\]

is fulfilled for

\[
\Delta k = \frac{2\pi}{L}. \tag{3.17}
\]

In summary, the Fourier method provides us with a grid in coordinate space and an associated grid in momentum space, illustrated in Figure 3.1.

\[
R_j = (j-1)\Delta R \quad j = 1 \ldots N \quad \Delta R = \frac{L}{N} \tag{3.18}
\]

\[
k_k = \kappa \Delta k \quad \kappa = \kappa_{\min} \ldots \kappa_{\max} \quad \Delta k = \frac{2\pi}{L} \tag{3.19}
\]

\(^3\)Whereas the spectral basis has its coefficients in \( k \)-space, the pseudo-spectral basis has its coefficients in coordinate space.
3. Numerical Tools

Figure 3.1: Phase space Fourier grid, drawn for the example of \( N = 5 \). For odd \( N \), we find \( k_{\text{max}} = -k_{\text{min}} = \delta_N \frac{\pi}{2\Delta R}, \delta_N = \left( \frac{\lfloor \frac{N}{2} \rfloor}{\frac{N}{2}} \right) = \frac{N-1}{N}, \) and \( \delta_N N\hbar \) for the total phase space volume (\( x \)-range \( \times \) \( p \)-range, \( p = \hbar k \)) which for large \( N \) goes to the limit of \( N\hbar \), or \( \hbar \) per grid point. For even \( N \), we find \( k_{\text{max}} = -k_{\text{min}} + \Delta k = \frac{\pi}{2\Delta R}, \) and \( N\hbar + 2\pi \) for the total phase space volume. Again, this goes to the limit of \( \hbar \) per grid point for large \( N \).

The Fourier grid is optimal in terms of the Shannon Sampling Theorem [25, Theorem 1], which guarantees that if all wavenumbers not in the range \( k_{\text{min}} \ldots k_{\text{max}} \) can be neglected, the spatial grid of \( N \) points with a sampling width of \( \Delta R \) describes the system with arbitrary precision.

3.1.3 Application of the Hamiltonian

In the Fourier method, it is now rather easy to apply the Hamiltonian \( \hat{H}_N \) to a given wave function \( \Psi_N \). We consider the actual Hamiltonian in the Calcium two-qubit system, given by Equation (2.19), at a fixed time \( t_0 \). The wave function in the system can be written as (cf. Equation (2.20))

\[
|\Psi\rangle = \sum_i \alpha_i |i(R)\rangle
\]  

(3.22)

with \( i \) running over all nine 00, 0a, . . . 11.

The application of the Hamiltonian in Equation (2.19) to the wave function in Equation (3.22) becomes

\[
\hat{H} |\Psi\rangle = \sum_i \alpha_i \hat{H}_i |i(R)\rangle + \sum_{i,j} \alpha_i \hat{H}_{ij} |i(R)\rangle
\]  

(3.23)
Each term in the above sum only affects one of the surface-wave-functions $|i(R)\rangle$, so we can treat the surfaces as completely independent with the trivial exception of the dipole couplings between two surfaces: here, the population-amplitude $a_{kl}$ of the coupled surface enters as a simple scaling parameter. We apply the full Hamiltonian to our full wave function by going through each surface, and applying a surface-Hamiltonian of

$$\hat{H}_{sf}^{(i)} = \hat{T} + \hat{V}_{\text{trap}}^{(i)}(R) + \hat{V}_{\text{BO}}^{(i)}(R) + E_i + a_{kl} \epsilon_{i_0} \hat{\mu}_{i,j}(R),$$

written out with the assumption that each surface is only coupled to at most one other surface.

Now, if we think only on one surface and look at Equation (3.24), we notice that all operators except the kinetic $\hat{T}$ are diagonal in coordinate space: We represent the potentials and dipoles numerically simply by sampling them at the grid points $R_j$ of our Fourier grid. For each operator $\hat{V} \in \{ \hat{V}_{\text{trap}}^{(i)}(R), \hat{V}_{\text{BO}}^{(i)}(R), a_{kl} \epsilon_{i_0} \hat{\mu}_{i,j}(R) \}$, its action on the wave function at each point $R_k$ is given by

$$|\tilde{i}(R_k)\rangle = V(R_k) |i(R_k)\rangle .$$

Unlike the potentials and dipoles, the kinetic operator is not diagonal in coordinate space. It is however diagonal in momentum space. Therefore, we can apply a Fourier Transform ($\hat{F}$) to the wave function in coordinate space, then the kinetic operator, and lastly transform the wave function back to coordinate space:

$$\hat{T} |ij(R)\rangle = \hat{F}^{-1} \hat{T}_x \hat{F} |ij(R)\rangle$$

with

$$\hat{T}_x = \text{diag}_x \left( \frac{\hbar^2 (\kappa \Delta k)^2}{2 \mu} \right).$$

An alternative approach would be to write out the kinetic operator explicitly in coordinate space with help of the pseudospectral basis. However, the dynamic method we just described is both straightforward from a numeric perspective, and highly efficient due to the existence of Fast-Fourier-Transform (FFT) implementations scaling as $N \log N$ with the number grid points.

### 3.2 Initialization and Eigensystem

As explained in Section 2.3.3, we initialize the system to the (quasi-) trap ground state on the $|00\rangle$ surface. To this end, we can diagonalize the surface-Hamiltonian in Equation (3.24) for $\epsilon \equiv 0$ using standard routines for matrix diagonalization.

Note that while the physical system has infinitely many vibrational eigenstates, we can only recover the first $N$ if we represent our system on a grid with $N$ grid points. From another point of view, higher eigenstates have an increasingly higher number of oscillations, which translates to the need for a larger band-limitation $k_{\max} \ldots k_{\min}$ on the Fourier grid. We need to set $N$ large
enough so that all eigenfunctions that we expect to be populated during our simulation are accurately represented.

It makes sense to retain the full set of the field-free eigenfunctions and eigenvalues as a surface-projector, so that at any time we can analyze the state of the system by checking which vibrational eigenstates eigenstates are populated. Especially, at the end of a gate-pulse, only the initial eigenstate should be populated.

The diagonalization of the field-free surface-Hamiltonian only needs to be done once at the very beginning.

### 3.3 Mapped Grid Representation

#### 3.3.1 The Efficient Use of Phase Space Volume

Remembering the surface-potentials in the Calcium system (see Figure 2.2), we see that there are two very distinct regions. In the very short range \(< 20\ \text{a.u.} ≈ 1\ \text{nm}\), the potential surface forms a distinct well, while in the asymptotic range \(> 200\ \text{a.u.} ≈ 10\ \text{nm}\) it is nearly flat. Considering that we are potentially interested in distances of up to 6000 a.u., there is a vast imbalance between the two parts.

Unfortunately, it is the dynamic short-range part of the potential that defines the need for a phase space volume on the Fourier grid. In a semi-classical description, the momentum of the Calcium atom with energy \(E\) is (see Nest and Meyer [26])

\[
p(R) = \sqrt{2\mu(E - V(R))}
\]

which is largest at the minimum of the potential surface. Figure 3.2 shows an example for a Morse potential. Using Equation (3.21), we see that we need a local sampling width of at least

\[
\Delta R(R) = \frac{\hbar \pi}{p(R)}.
\]

In fact, sampling theory teaches us that we need a grid twice as dense to avoid aliasing effects (Nyquist frequency). Furthermore, if we loosen the semi-classical picture of Equation (3.28) and account for quantum mechanical momentum uncertainty, we also need a smaller \(\Delta R\). We add a factor \(\beta\) ranging between 0 and 1 to express this,

\[
\Delta R(R) = \beta \frac{\hbar \pi}{p(R)}
\]

Since the Fourier method implies a constant sampling width, we need to take the minimum value of \(\Delta R(R)\) as the global sampling width, spanning a phase space on the large asymptotic part of the grid that is completely unused. This is indicated in Figure 3.2(b). In comparison, Figure 3.1 illustrates the Fourier method being designed to describe a rectangular phase space. The solution to this problem, as described by Fattal et al. [27], is to use mapping of the spatial grid.
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The idea of the mapping procedure is to change the grid spacing, so that there is a large number of grid points in a region with large momentum, and fewer grid points on the long tail of the potential with small momentum. The grid spacing $\Delta R$ becomes dynamic. We map the points on the $R$ axis to a new grid

$$R(x_j) \rightarrow x_j = x_0 \ldots (x_0 + N\Delta x), \quad (3.31)$$

so that if we plot the momentum space for $x_j$, it fills the rectangular shape in Figure 3.2(b) as much as possible. Note that the mapped coordinates $x_j$ are equidistant again, so the conditions of the Fourier grid are still matched.

There are two methods for calculating the mapping of Equation (3.31), which we will discuss in the following.

### 3.3.2 Differential Mapping

The differential mapping method described by Kokoouline et al. [28] is a straightforward application of Equation (3.30). We start at the left side of our grid with $R_0 = R_{\text{min}}$, and calculate a local

$$\Delta R(R) = \beta \frac{\pi}{\sqrt{2\mu(E_{\text{max}} - V(R))}} \quad (3.32)$$

in atomic units ($\hbar = 1$). This $\Delta R$ is then added to $R_{\text{min}}$ to calculate $R_1$, and we repeat until we have constructed $N$ grid points:

$$R_i = R_{i-1} + \Delta R(R_{i-1}) \quad \text{for } i = 2 \ldots N \quad (3.33)$$

$E_{\text{max}}$ together with $\beta$ are tweakable parameters of the mapping procedure. As explained in the previous section $\beta$ controls the general density of grid points,
whereas $E_{\text{max}}$ is (originally) the total energy we want to be able to describe. It has an effect on the density of points on the asymptotic tail, preventing $\Delta R$ to go over a certain limit in this region. In combination, the two parameters can compensate for each other, so that they lose some of their original meaning. In practice we can regard them as numerical knobs for affecting the mapped grid.

In most cases, we define a maximum grid extension $R_{\text{max}}$ for our system. With the differential mapping, we start at $R_{\text{min}}$ and then make $N$ steps with a calculated $\Delta R$ based on the shape of the potential. This means that in the end we might end up at a value for $R_N$ that is smaller or larger than $R_{\text{max}}$. We have to set $E_{\text{max}}$ and $\beta$ by trial and error so that $R_N \approx R_{\text{max}}$.

In most cases, and also in the Calcium system, there is more than one potential surface. However, we need to define a single spatial grid that allows to describe the dynamics on any of these surfaces accurately. To this end, we define an envelope potential can be any lower bound to all the potential surfaces of the system (shifted to the same asymptote). In addition, we make the envelope potential monotonic, which avoids problems with the sampling at the inner turning point of the Born-Oppenheimer-potentials. The envelope potential takes the place of $V$ in Equation (3.32).

The mapped working grid is simply $x = 1 \ldots N$, with an equidistant grid spacing $\Delta x = 1$. All expressions are implicitly expressed on this working grid, e.g. the wave function $\Psi$ as $\Psi(x_i) = \Psi(R_i)$.

A consequence of doing such a coordinate transformation is that we have to include the Jacobian

$$J(x) = \frac{dR}{dx}$$

in any integrals over the spatial coordinate such as

$$\int_{-\infty}^{+\infty} \Psi^*(R) \Psi(R) \, dR = \int_{-\infty}^{+\infty} \Psi^*(x) \Psi(x) J(x) \, dx$$

(3.35)

to account for the distortion between the original and mapped space.\(^4\) If we compensate for this by renormalizing the wavefunction as

$$\Psi(x) = \frac{\Psi(x)}{\sqrt{J(x)}}$$

(3.36)

we also have to modify the kinetic operator. Kokouline et al. [28] calculate that the kinetic operator has to be rewritten as

$$\hat{T} = -\frac{1}{4\mu} \left( \frac{1}{|J(x)|^2} \nabla_x^2 + \nabla_x^2 \frac{1}{|J(x)|^2} - \frac{7}{2} \frac{J'(x)^2}{|J(x)|^4} + \frac{J''(x)}{|J(x)|^3} \right)$$

(3.37)

As Willner et al. [29] show, the numeric differentiation of in Equation (3.34) and the further differentiation of $J(x)$ in Equation (3.37) together with other not fully understood factors can lead to numerical instabilities, which result in

\(^4\)The Jacobian is calculated by numerical differentiation, which gives this mapping method its name.
additional and unphysical eigenvalues and eigenfunctions in the diagonalization of the Hamiltonian, so-called ghosts. The appearance of such ghosts can be reduced if instead of the Fourier basis the closely related sine/cosine basis is used. Instead of FFT, Fast-Cosine-Transform algorithm have to be used to apply the kinetic operator. These are still comparable in efficiency to the FFT. In our runs, the propagation in the sine/cosine basis tended to be about 30-40 percent slower. Nonetheless, whenever differential mapping was used, it went together with the sine/cosine basis.

3.3.3 Integral Mapping

An alternative mapping procedure that is more robust against ghost states while still using the more efficient Fourier basis is the integral mapping proposed by Kallush and Kosloff [30]. This method turns Equation (3.32) on its head and constructs the mapped grid in the following way: We start at the right side of the grid with $R_{\text{max}}$. To find the next smaller mapped grid point, we numerically solve the equation

$$\beta = \sqrt{\frac{2\mu}{\pi^2}} \int_{R_j}^{R_{j+1}} \sqrt{E_{\text{max}} - V(R)} \, dR$$

(3.38)

for $R_j$ with $R_{j+1} = R_{\text{max}}$ initially (cf. Equation (3.32)). This is repeated until we reach $R_{\text{min}}$. Since the FFT routines that we use are most efficient if the number of grid points $N$ only has the prime factors 2, 3, and 5, we continue the mapping until we have a suitable $N$. The integral mapping method results in an equidistant working grid with $\Delta x = \beta$, as opposed to $\Delta x = 1$ for the differential mapping.

Note that whereas in the differential mapping we had to tweak $\beta$ and $E_{\text{max}}$ to make sure the mapped grid reaches the desired $R_{\text{max}}$, this is no problem for the integral mapping method. Instead, we now have to make sure that the number of grid points $N$ is close to our desired value. However, if we have found values of $\beta$ and $E_{\text{max}}$ that work for one mapping method, they will generally also work for the other.

With the integral mapping method, the Jacobian does not have to be derived from numerical differentiation, but instead can be calculated as

$$J(x) = \frac{\pi}{\sqrt{2\mu \left| E_{\text{max}} - V(x) \right|}}$$

(3.39)

This is the major reason the integral mapping proves to be more robust against ghosts than the differential mapping. They can however still occur if $\beta$ is too small.

Setting the mapping parameters $E_{\text{max}}$ and $\beta$ is done by changing them systematically through trial and error until

1. no ghost states appear in the spectrum.
2. $R_{\text{max}}$ and $N$ are close to the desired values.

Table 3.1 shows a comparison between differential and integral mapping.
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<table>
<thead>
<tr>
<th>recommended basis</th>
<th>differential mapping</th>
<th>integral mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>grid size ( N )</td>
<td>( 2^n - 1 )</td>
<td>( 2^n \cdot 3^m \cdot 5^l ) (after mapping)</td>
</tr>
<tr>
<td>( f(x) )</td>
<td>( \frac{dR}{dx} )</td>
<td>( \pi / \sqrt{2\mu</td>
</tr>
<tr>
<td>( \Delta x )</td>
<td>1</td>
<td>( \beta )</td>
</tr>
</tbody>
</table>

Table 3.1: Comparison of differential and integral mapping. The grid size is due to the specific implementation of the sine/cosine and Fourier transform, respectively.

3.4 Time Propagation

Once we have a numerical description of the wave function and the Hamiltonian, the second step is the ability to simulate the time evolution of the system. Specifically, we need a numerical method to calculate

\[
|\Psi(R, t)\rangle = \hat{U} |\Psi(R, t = 0)\rangle; \quad \hat{U}(t, t + \Delta t) = e^{-i\hat{H}(t)\Delta t}. \tag{3.40}
\]

There are two widely-used approaches to handle this for a general time-dependent Hamiltonian.

The first approach is to separate \( \hat{H} \) into \( \hat{T} + \hat{V} \) over small time intervals \( \Delta t \) and to approximate

\[
e^{-\frac{i}{\hbar}(\hat{T} + \hat{V})\Delta t} \approx e^{-\frac{i}{\hbar}\hat{T}\Delta t} e^{-\frac{i}{\hbar}\hat{V}\Delta t}, \tag{3.41}
\]

which leads to a method known as the split propagator (Feit et al. [31]). The split propagator can only be used for very small time intervals \( \Delta t \).

The second approach is to approximate \( \hat{U} \) with a polynomial expansion

\[
e^{-\frac{i}{\hbar}\hat{H}\Delta t} \approx \sum_{n=0}^{N} a_n P_n(-i\hat{H}/\hbar), \tag{3.42}
\]

where the \( P_n \) are a set of polynomials in \( \hat{H} \). There are several possible choices of polynomials. We will use Chebychev polynomials, as proposed by Tal-Ezer and Kosloff [32] (see Kosloff [24] for a review).

3.4.1 The Chebychev Propagator

The Chebychev polynomials are defined as

\[
P_n(x) = \cos\left(n \arccos(x)\right); \quad -1 \leq x \leq 1. \tag{3.43}
\]

We use them in their complex form

\[
\Phi_n(z) = i^n P_n(-iz); \quad -i \leq z \leq i. \tag{3.44}
\]

Since the polynomials are only defined in the range \(-i \) to \( i \), we have to renormalize the Hamiltonian so that its eigenvalues are in the range \(-1 \) to \( 1 \). To this
end, we define
\[ \hat{H}_{\text{norm}} \equiv \hat{H} - \frac{(\Delta E/2 + V_{\text{min}})}{\Delta E/2} = \frac{2}{\Delta E} (\hat{H} - \hat{C}). \] (3.45)

\( \Delta E \) is the spectral radius of the Hamiltonian, that is the range of eigenvalues. \( \hat{C} \) is an abbreviation for \((\Delta E/2 + V_{\text{min}})\). With this definition, the time evolution operator can be approximated (see Kosloff [24]) as
\[ e^{-\frac{i}{\hbar} \hat{H} \Delta t} \approx e^{-i\alpha + V_{\text{min}} t} \sum_{n=0}^{N} a_n(\alpha) \Phi_n(-i\hat{H}_{\text{norm}}); \quad \alpha \equiv \frac{\Delta E}{2} \Delta t. \] (3.46)

It turns out that the expansion coefficients are given by the Bessel functions \( J_n \):
\[ a_n(\alpha) = (2 - \delta_{n0}) J_n(\alpha) \] (3.47)

The actual Chebychev polynomials are calculated with the recursion relation
\[ \phi_0(-i\hat{H}_{\text{norm}}) = I \] (3.48)
\[ \phi_1(-i\hat{H}_{\text{norm}}) = -i\hat{H}_{\text{norm}} \] (3.49)
\[ \phi_n(-i\hat{H}_{\text{norm}}) = -2i\hat{H}_{\text{norm}} \phi_{n-1}(-i\hat{H}_{\text{norm}}) + \phi_{n-2}(-i\hat{H}_{\text{norm}}) \] (3.50)

We see that in each recursion step, we have to apply the Hamiltonian once, which we do as explained in Section 3.1.3.

Note that the Hamiltonian is assumed to be constant over the time propagation. If this is fulfilled, \( t \) can be arbitrarily large. In our system, however, the Hamiltonian includes the time-dependent laser pulse \( \epsilon(t) \). We therefore propagate in small time steps \( (t \rightarrow \Delta t) \), which should be considerably shorter than the frequency of the laser pulse, such that we can approximate the laser to be constant within one time step. To the extent that this is not fulfilled, we accumulate an error that appears as a loss of the norm of \( \Psi \).

The asymptotic form of the Bessel functions for \( n \rightarrow \infty \) is (see Abramowitz and Stegun [33, p. 365])
\[ J_n(\alpha) \sim \frac{1}{\sqrt{2\pi\alpha}} \left( \frac{e\alpha}{2\alpha} \right)^n. \] (3.51)

We see that for \( n \gg \alpha \) the Bessel functions and therefore the Chebychev coefficients decrease exponentially. We can choose \( N \) such that the contribution from higher Chebychev coefficients is smaller than the machine precision. From experience, a safe initial choice for the number of Chebychev coefficients is
\[ \tilde{N} = 4 \vert \alpha \vert \geq 40. \] (3.52)

We always start out with a minimum of 40 coefficients, accounting for the fact that Equation (3.51) breaks down for small \( N \). However, if we can reach the desired precision with less coefficients than 40, we will throw out the rest.

To summarize the propagation with the Chebychev method, we go through the following algorithm in order to propagate a wave function from time 0 to \( T \):
1. Calculate (or estimate) the spectral radius $\Delta E$ and $\alpha = \frac{\Delta E}{2} \Delta t$.

2. Calculate the array of $\tilde{n} \geq 40$ Chebychev coefficients as $a_0 = j_0(\alpha)$, $a_n = 2J_n(\alpha)$. Store the first $N < \tilde{N}$ coefficients so that $a_N$ is smaller than the machine precision.

3. For each time step, until $T$ is reached:
   (a) Accumulate the wave function $\Psi(t + \Delta t)$ by iterating over $\sum_{n=0}^{N} a_n \phi_n$ using the recursion relation of Equation (3.50). For each term in the sum, the normalized Hamiltonian of Equation (3.45) has to be applied once.
   (b) Calculate and apply the renormalization phase $\exp[-i\alpha - iV_{\text{min}} \Delta t]$ to $\Psi(t + \Delta t)$

### 3.4.2 Estimation of the Spectral Radius

The proper way to calculate the spectral radius would be to diagonalize the full Hamiltonian for the minimum and maximum pulse values. This however is numerically too expensive to do in every propagation. Instead, we estimate the spectral radius from the range of energies occurring in the Hamiltonian:

$$\Delta E = \frac{p_{\text{max}}^2}{2\mu} + \left( \max_{R,i} (V^{(i)}_{\text{trap}}(R) + V^{(i)}_{\text{BO}}(R)) - \min_{R,i} (V^{(i)}_{\text{trap}}(R) + V^{(i)}_{\text{BO}}(R)) \right) + \left( \max_{R,j} \mu_{ij}(R) \max_i |e(t)| - \min_{R,j} \mu_{ij}(R) \min_i |e(t)| \right)$$

(3.53)

Another possibly more accurate possibility is the use of imaginary time propagation proposed by Kosloff and Tal-Ezer [34] to find just the lowest and highest eigenvalue of the Hamiltonian.

### 3.4.3 Time Grid, Pulse, and Spectral Resolution

In the description of the Chebychev propagator we have introduced a time grid going from 0 to $T$ in steps of $\Delta t$. Any state is positioned on this time grid, and moves forwards or backwards\(^5\) through Chebychev propagation. The Hamiltonian used for a propagation step is time dependent through the laser pulse $e(t)$. However, we define the pulse to be between time grid points. The first point of the pulse is at $t_{\text{start}} = \Delta t / 2$, the last one at $t_{\text{stop}} = T - \Delta t / 2$. In other words, a time grid for the states with $N_t$ time points is associated with a pulse time grid that is shifted by $\Delta t / 2$ and has $N_p = N_t - 1$ points. To propagate a state $\Psi(t = t_i)$ to $\Psi(t + \Delta t = t_{i+1})$ (or in the opposite direction), we always use the value of the pulse between the two time points, at $t + \Delta t / 2$. This makes forward and backward propagation unambiguous.

\(^5\)Backward propagation can be done by simply setting $\Delta t \rightarrow -\Delta t$
A central characteristic of the laser pulse is its spectrum, which we can calculate through a Fourier transform. This works in complete analogy to the spatial Fourier grid in Section 3.1.2.

With $\Delta T_p \equiv t_{\text{stop}} - t_{\text{start}}$, the frequency grid resulting from the Fourier transform can express frequencies between $-\omega_{\text{max}}$ and $+\omega_{\text{max}}$, with

$$\omega_{\text{max}} = \frac{\pi}{\Delta t} = \frac{(N_p - 1)\pi}{\Delta T_p} \tag{3.54}$$

in atomic units (cf. Equation (3.21)). The frequency spacing, or spectral resolution, is

$$\Delta \omega = \frac{2\omega_{\text{max}}}{N_p - 1} = \frac{2\pi}{\Delta T_p} \tag{3.55}$$

(cf. Equation (3.19)). Note the relationship of Equation (3.55) to the quantum-mechanical time-energy uncertainty relation.

### 3.5 Optimal Control Theory

So far we have developed a numerical (i.e. discrete) description of the system, and discussed Chebychev propagation for simulating the time evolution for a given laser pulse. We still need a tool allowing us to tackle our goal of implementing a two-qubit controlled phasegate, that is to find a laser pulse so that the time evolution operator $\hat{U}(\epsilon(\tilde{t}))$ (cf. Equation (3.40)) applied to any initial state $|\Psi_i\rangle = |\Psi(t = 0)\rangle$ results in the state $\hat{O} |\Psi_i\rangle$ at time $T$, where $\hat{O}$ is the CPHASE transformation. The time index $\tilde{t}$ refers to the pulse time grid, which is shifted by $\Delta t/2$ compared to the time grid for the states (see previous section).

Note that for a given pulse we can already test whether it implements the controlled phasegate: we simply use it to propagate the four basis states $|00\rangle_R$, $|01\rangle_R$, $|10\rangle_R$, and $|11\rangle_R$. If all of them end up in the correct final state, we know that due to the basis property any initial state will be transformed correctly.

For finding a pulse that implements the controlled phasegate, we employ Optimal Control Theory (OCT), specifically the Krotov method, originally developed for the control of quantum systems by Sklarz and Tannor [35] and refined by Palao et al. [36].

We define a process $w = w \{t, \{\Psi_k\}, \epsilon(\tilde{t})\}$ consisting of a set of $N$ states $\Psi_k$ ($k = 1 \ldots N$) and a laser pulse $\epsilon(\tilde{t})$. Each state evolves over time with a time evolution operator $\hat{U}_k(\epsilon(\tilde{t}))$, using the same pulse $\epsilon(\tilde{t})$, starting from an initial state $\Psi_{ki}$.

On our search for a phasegate-pulse, we start out with an arbitrary process

$$w^{(0)} = \left[t, \{\Psi_k^{(0)}, \epsilon^{(0)}(\tilde{t})\}\right], \tag{3.56}$$

where $\epsilon^{(0)}(\tilde{t})$ is the guess pulse. We then optimize that initial process with the goal of reaching the target

$$w^{(\text{opt})} = \left[t, \{\Psi_k^{(\text{opt})}, \epsilon^{(\text{opt})}(\tilde{t})\}\right], \tag{3.57}$$
The optimization is done by minimizing a target functional

\[ J(w) = -F(\{\Psi_k(T)\}) + \int_0^T g(\epsilon) \, dt \]  

(3.58)

The first term defines a *fidelity* that only depends on the process states at the final time \( T \), that is the result of propagating the initial states \( \Psi_{ki} \) with the pulse \( \epsilon(\tilde{t}) \). The second term takes into account all the intermediate time steps.

In our case, the \( N \) states included in the process could be the four two-qubit basis states, for example. As an expression for the fidelity we use

\[ F \propto \Re \left[ \Tr(\hat{O}^\dagger \hat{U}) \right] \]

(3.59)

which written out in the basis states \( |n\rangle \), e.g.

\[ |n\rangle = |00(R)\rangle, |01(R)\rangle, |10(R)\rangle, |11(R)\rangle \]

(3.60)

and normalized to the range \([0, 1]\) becomes

\[ F = \frac{1}{N} \Re \sum_{k=1}^{N} \langle n_k | \hat{O}^\dagger \hat{U} | n_k \rangle \]

(3.61)

The second constraint in Equation (3.58) is defined with

\[ g(\epsilon) = \frac{\alpha}{S(\tilde{t})} \left[ \epsilon(\tilde{t}) - \epsilon(0)(\tilde{t}) \right]^2 \]

(3.62)

OCT allows to find an optimized process

\[ w^{(1)} = \left[ t, \{\Psi_k^{(1)}\}, \epsilon^{(1)}(\tilde{t}) \right] \]

(3.63)

starting from the guess process in Equation (3.56) so that \( J(w^{(1)}) \leq J(w^{(0)}) \).

This procedure can be repeated iteratively, with the optimized pulse \( \epsilon^{(1)} \) becoming the guess pulse \( \epsilon^{(0)} \) in the new iteration. Ultimately, this will converge to \( w^{(1)} \rightarrow w^{(\text{opt})} \).

The term \( \int g(\epsilon) \, dt \) in \( J \) with \( g \) defined as in Equation (3.62) limits the intensity change between iterations. The parameter \( \alpha > 0 \) is an arbitrary scaling parameter. \( S(\tilde{t}) \) is a shape function, which enforces an envelope over the optimized pulse. We can use this to enforce a pulse amplitude of zero at \( t = 0 \) and \( T \) and a smooth switch-on and switch-off.

When convergence is reached, the fidelity \( F \) becomes one, and \( \int g \, dt \) becomes zero. The minimum value of \( J \) is therefore \( J_{\text{opt}} = -1 \).

In the Krotov formulation of OCT, the optimized process \( w^{(1)} \) is derived by introducing an auxiliary functional \( L \) whose optimization is equivalent to the optimization of \( J \).

\[ L(w) = G(\{\Psi_k(T)\}) - \Phi(t = 0, \{\Psi_k\}) - \int_0^T R(t, \{\Psi_k\}) \, dt \]

(3.64)

\[ G(\{\Psi_k\}) = F(\{\Psi_k(T)\}) + \Phi(T, \{\Psi_k(T)\}) \]

(3.65)

\[ R(t, \{\Psi_k\}, \epsilon) = -g(\epsilon) + \frac{d\Phi}{dt}(t, \{\Psi_k\}) \]

(3.66)
The central feature is the introduction of the new term $\Phi(t, \{\Psi_k\})$, which we can use as an extra free parameter to aid finding an optimized $e^{(1)}$. The idea (paraphrasing Palao et al. [36]) is the following:

- $\Phi$ is constructed so that the functional $L(w^{0(0)})$ is a maximum with respect to any possible $\{\Psi_k\}$. This gives complete freedom to change to field $e$.

- A new field $e^{(1)}$ is derived with the condition of maximizing $R$, decreasing the value of $L$ compared to $w^{0(0)}$. The states $\Psi_k$ in $w^{(1)}$ must be kept consistent with the evolution under $e^{(1)}$.

This recipe does not presuppose a specific expression for $F$ and $g(e)$ yet. Applied to our choices, one finds after a lengthy calculation [36]$^6$ that the optimized $e^{(1)}$ has to be calculated as $e^{(1)}(\tilde{t}) = e^{0(0)}(\tilde{t}) + \Delta e(\tilde{t})$ with

$$\Delta e(\tilde{t}) = \Delta e \left( t + \frac{\Delta t}{2} \right) = \frac{S(\tilde{t})}{a} \sum_i \frac{1}{2} \left\{ \Psi_{ik} \right\} \hat{O}^\dagger \hat{U}(T \rightarrow t, e^{0(0)}) \hat{\mu}(0 \rightarrow t, e^{(1)}) \left| \Psi_{ik} \right\} \left(3.67\right)$$

To better understand the structure of Equation (3.67), we define the target state associated with the initial state $\Psi_{ik}$ as

$$|\Psi_{ik}\rangle = \hat{O} |\Psi_{ik}\rangle. \quad (3.68)$$

The operator $\hat{U}(T \rightarrow t, e^{0(0)})$ represents a backward propagation from $T$ to $t$ with the old pulse. We abbreviate

$$|\Psi_{bw,k}\rangle(t) = \hat{U}(T \rightarrow t, e^{0(0)}) |\Psi_{ik}\rangle. \quad (3.69)$$

On the right, the operator $\hat{U}(0 \rightarrow t, e^{(1)})$ represents a forward propagation from $0$ to $t$ with the new (optimized) pulse. We abbreviate

$$|\Psi_{fw,k}\rangle(t) = \hat{U}(T \rightarrow t, e^{(1)}) |\Psi_{ik}\rangle. \quad (3.70)$$

With these abbreviations, we can rewrite Equation (3.67) as

$$\Delta e \left( t + \frac{\Delta t}{2} \right) = \frac{S(t + \Delta t)}{a} \sum_i \frac{1}{2} \left\{ \Psi_{bw,k}(t) |\tilde{\mu}| \Psi_{fw,k}(t) \right\} \left(3.71\right)$$

Remember that the wavefunctions $\Psi_{bw,k}$ and $\Psi_{fw,k}$ include multiple surfaces (indexed by $i$ and $j$, respectively) over which we have to sum in the evaluation of the braket expression:

$$\left\{ \Psi_{bw,k}(t) |\tilde{\mu}| \Psi_{fw,k}(t) \right\} = \sum_{ij} \left( \Psi_{bw,k,i}(t) |\tilde{\mu}_{ij}| \Psi_{fw,k,j}(t) \right) \left(3.72\right)$$

With this understanding, Equation (3.67) defines a straightforward algorithm which we use to optimize an initial guess pulse, shown in Figure 3.3.

$^6$The derivation presented by Palao et al. [36] splits the wave functions and the Hamiltonian into the real and imaginary part. A summary of the Krotov method for complex wave functions $\{\Psi_k\}$, corresponding to the notation we have used, is given by Koch et al. [37].
3. Numerical Tools

\[ \Psi_i(t_0) \xrightarrow{\epsilon_1} \Psi_{bw}(t) \xrightarrow{\phi} \Psi_{fw}(t) \xrightarrow{\epsilon_2} \Psi_{bw}(t) \xrightarrow{\phi} \Psi_{fw}(t) \xrightarrow{\epsilon_{nt-2}} \Psi_{bw}(t) \xrightarrow{\phi} \Psi_{fw}(t) \xrightarrow{\epsilon_{nt-1}} \Psi_t \]

\[ \Psi_{bw}(t) \xrightarrow{\Psi_{bw}(T)} \]

\[ \epsilon_1 \rightarrow \tilde{\epsilon}_1 \]

\[ t_0 \rightarrow t_0 + \Delta t \quad t_0 + \frac{3}{2} \Delta t \quad T - \frac{3}{2} \Delta t \quad T - \Delta t \]

Figure 3.3: OCT Algorithm

- Start with a known initial state \( |\Psi_i(t_0 = 0)\rangle \), the target state \( |\Psi_t(T)\rangle = \hat{O} |\Psi_i(0)\rangle \), and the initial guess pulse \( \epsilon^{(0)} \) containing the values \( \epsilon_1 \ldots \epsilon_{nt-1} \). The figure depicts the case where the process \( w \) only contains one state \( (N = 1) \), hence no index \( k \).

- Use the old pulse to propagate \( |\Psi_i(T)\rangle \) through the entire time grid, storing all the backwards-propagated states \( |\Psi_{bw}(t)\rangle \).

- Calculate the update \( \Delta \epsilon (t_0 + \frac{\Delta t}{2}) \) with Equation (3.71) and \( |\Psi_{fw}(t)\rangle = |\Psi_i\rangle \) and update the first value of the pulse \( \epsilon_1 \rightarrow \tilde{\epsilon}_1 \).

- Use \( \tilde{\epsilon}_1 \) to propagate the initial state \( |\Psi_i\rangle \) forward one time step.

- Continue updating the pulse, until the end of the time grid is reached.

At this point, every element of the pulse will have been updated, so that we have moved from \( \epsilon^{(0)} \) to \( \epsilon^{(1)} \) consisting of the elements \( \tilde{\epsilon}_1 \ldots \tilde{\epsilon}_{nt-1} \).

We can calculate the complex overlap

\[ \tau = \left\langle \Psi_t(T)|\Psi_{fw}(T) \right\rangle \] (3.73)

and from that the new fidelity

\[ F = \Re[\tau] \] (3.74)

Note that storing all the backward-propagated wavefunctions may be extremely memory-intensive. If we don’t have enough memory to do this, we only keep the last state \( |\Psi_{bw}(t_0)\rangle \). We can recover the other backwards-propagated states as we need them (e.g. \( \Psi_{bw} \) with index \( i + 1 \)) by propagating forward again with the old pulse value \( \text{after} \) we have calculated the updated value \( \tilde{\epsilon}_i \) but \( \text{before} \) we overwrite the old value \( \epsilon_i \) with it.
Chapter 4

Phasegate Optimization Schemes

When trying to find a laser pulse that implements a controlled two-qubit phase gate on the Calcium system from Chapter 2, we will employ optimization with respect to a choice of different targets. By target we mean an optimal process, as defined by Equation (3.57). Optimizing a target yields a laser pulse realizing the desired transformation for any given input state.

This chapter discusses different possible types of optimization schemes. These schemes differ in the type of Hamiltonian they are based on and in the choice of states that are included in the target process. We will look at optimizations both of single and two-qubit gates (cf. Section 2.2 and 2.3, respectively). For two-qubit gates, we also have the choice whether to work in the asymptotic case or whether to include the $R$-dependent interaction.

From the lessons of these three optimization schemes, we will develop tools to judge the effectiveness of our optimization results for the controlled phasegate beyond the fidelity of Equation (3.61).

Once we understand the different types of targets, we will exploit redundancies to formulate two efficient optimization schemes for the CPHASE on Calcium, which will be the basis for the results presented in Chapter 5.

4.1 Optimization Targets

4.1.1 The Single-Qubit Phasegate

Before considering the two-qubit gate, we should first look at a single-qubit operation. One reason is that for universal quantum computing, we need to be able to do arbitrary one-qubit operations alongside a two-qubit CNOT, as we’ve seen in Section 1.4; the other reason for looking at the one-qubit system first is that from a formal point of view, optimizing a one-qubit gate is just a slightly simpler variation of a two-qubit CPHASE optimization.
As a specific example, we can look at a single-qubit phasegate (cf. Section 1.2):

\[ \hat{O} = e^{i\phi T} \begin{pmatrix} e^{i\phi} & 0 \\ 0 & 1 \end{pmatrix}. \] (4.1)

The Hamiltonian describing the relevant dynamics for a single qubit consists of the three levels \( E_0 = 0 \), \( E_{\text{aux}} = 23652.304 \text{ cm}^{-1} \), \( E_1 = 15210.063 \text{ cm}^{-1} \) (cf. Figure 2.1). The \( E_0 \) level is coupled to the \( E_{\text{aux}} \) level by a laser pulse, the \( E_1 \) level simply follows its natural time evolution.

We want to perform a phasegate on any state in the logical basis \( |0\rangle, |1\rangle \):

\[ |\Psi\rangle = \alpha_0 |0\rangle + \alpha_1 |1\rangle \xrightarrow{\hat{O}} e^{i(\phi + \phi T)\alpha_0} |0\rangle + e^{i\phi T \alpha_1} |1\rangle = \hat{O} |\Psi\rangle \] (4.2)

with a possible global phase \( \phi_T \). For the two basis states, we have

\[ |0\rangle \xrightarrow{\hat{O}} e^{i(\phi + \phi T)\alpha_0} |0\rangle \] (4.3)
\[ |1\rangle \xrightarrow{\hat{O}} e^{i\phi T \alpha_1} |1\rangle \] (4.4)

We attempt to implement the transformation \( \hat{O} \) with an optimized pulse that actually performs the time evolution \( \hat{U} \):

\[ a_0(0) |0\rangle + a_1(0) |1\rangle \xrightarrow{\hat{U}} a_0(T) |0\rangle + a_1(T) |1\rangle \] (4.5)

Only for the optimal pulse we have \( \hat{O} \equiv \hat{U} \).

Remember that we use

\[ F = \frac{1}{N} \frac{1}{2} \Re \left[ \sum_{k=1}^{N} \langle n_k | \hat{O}^\dagger \hat{U} | n_k \rangle \right] \] (4.6)

for the fidelity (Equation (3.61)), with \( \hat{O} \) being the target transformation and \( \hat{U} \) being the actual time evolution realized by our (optimized) pulse. The \( |n\rangle \) are the eigenstates of the system, or more generally the set of states to be optimized simultaneously.

Specifically, in this example:

\[ F = \frac{1}{2} \Re \left[ \langle 0 | e^{i(\phi + \phi T)\alpha_0(T)} | 0 \rangle + \langle 1 | e^{i\phi T \alpha_1(T)} | 1 \rangle \right] + \frac{1}{2} \Re \left[ e^{-i(\phi + \phi T)\alpha_0(T)} \right] \] (4.7)

If we actually try to optimize a \( \pi \)-phasegate for a global phase \( \phi_T = 0 \), i.e.

\[ |0\rangle \rightarrow - |0\rangle \quad \text{and} \quad |1\rangle \rightarrow |1\rangle , \]

we get a pulse that drives the dynamics of the system as shown in Figure 4.1.

The optimized pulse only has a fidelity of \( F = 0.139201 \). However, this is not surprising: Since the \( |1\rangle \) state is not coupled to any other level, the state must evolve according to

\[ \alpha_1(t) = e^{i\phi_T(t)} = e^{-i\frac{E_1}{\hbar} t}, \] (4.8)
4.1. Optimization Targets

Figure 4.1: Time evolution of the states $|0\rangle$ and $|1\rangle$ under the optimized pulse for a $\pi$ phasegate with global phase $\phi_0 = 0$. The state at $t = 0$ is indicated by a black dot, the state at $t = T$ by a black square.

independently of the pulse! We can verify that for $T = 1.23$ ps, the final phase of the $|1\rangle$ state is indeed $\phi_1 = 0.7566\pi$, which is exactly what can be seen in Figure 4.1.

This means that for a global phase of $\phi_T = 0$, it is not possible to find a pulse implementing the desired transformation. In fact, given that $|1\rangle$ always has the same time evolution, the best possible fidelity is

$$F = \frac{1}{2} \Re [1] + \frac{1}{2} \Re [e^{i\phi_T}] = \frac{1}{2} \left( \frac{0.7215528227}{2} \right) = 0.139201,$$

which is exactly what we get.

However, if we optimize with $\phi_T = \phi_1$, i.e.

$$|0\rangle \rightarrow e^{i(\phi_1 + \pi)} |0\rangle \quad \text{and} \quad |1\rangle \rightarrow e^{i\phi_1} |1\rangle,$$

we find an optimized pulse that implements the phasegate with a fidelity of nearly 1. The dynamics of that system under the optimized pulse are shown in Figure 4.2.

This illustrates that we have to include the global phase originating from the natural time evolution of the $|1\rangle$ state explicitly in our optimization target. This phase depends on the gate time $T$. Note that physically, any global phase is irrelevant. The necessity to include it in our formulations stems from our choice of the fidelity.

Formally, the optimization of the one-qubit phase gate that we have just discussed is very similar to the optimization of the full two-qubit controlled phasegate. We can see that the necessity of a global phase applies to the two-qubit gate as well. In the two-qubit Hamiltonian, the $|11\rangle$ state is not coupled to any of the other levels, and undergoes the same evolution as the $|1\rangle$ state of
Figure 4.2: Time evolution of the states $|0\rangle$ and $|1\rangle$ under the optimized pulse for a $\pi$ phasegate with global phase $\phi_0 = 0.7566\pi$. The state at $t = 0$ is indicated by a black dot, the state at $t = T$ by a black square.

the one-qubit system, at twice the speed: $\phi_{11}(T) = 2\phi_1(T)$. We must include $\phi_{11}(T)$ as a global phase in the optimization.

4.1.2 Attempt at a Controlled Phasegate for Non-Interacting Qubits

In the Hamiltonian for non-interacting qubits (cf. Section 2.4), the energy levels and their coupling are as depicted in Figure 2.4.

Since the $|11\rangle$ state is the only one that cannot be controlled by the pulse, its natural time evolution gives us the system’s necessary global phase of $\phi_T = \phi_{11}(T) = 1.513\pi$ at $T = 1.23$ ps.

In analogy to the one-qubit gate, we optimize with $\phi_T$ as a global phase:

$$|00\rangle \xrightarrow{O} e^{i(\phi + \phi_T)} |00\rangle$$  \hspace{1cm} (4.10)
$$|01\rangle \xrightarrow{O} e^{i\phi_T} |01\rangle$$ \hspace{1cm} (4.11)
$$|10\rangle \xrightarrow{O} e^{i\phi_T} |10\rangle$$ \hspace{1cm} (4.12)
$$|11\rangle \xrightarrow{O} e^{i\phi_T} |11\rangle$$ \hspace{1cm} (4.13)

If we try to optimize a two-qubit $\pi$-phasegate, we find that the optimization converges on a fidelity significantly smaller than 1. It turns out we cannot implement a two-qubit controlled phasegate on this non-interacting system consisting just of the tensor product between two identical single Calcium atoms. We need the physical $R$-dependent interaction between the two qubits to ob-
tain a two-qubit phase gate. The reason for this, as we will see in Section 4.2, is that we need interaction in order to achieve entanglement.

### 4.1.3 The Full Two-Qubit Controlled Phasegate

The non-interacting two-qubit description of Section 2.4 was the asymptotic limiting case of the full two-qubit description of Section 2.3. To optimize the full description, we also have to include the $R$-dependent interaction. We can extend the states in our target to include an $R$-dependency easily. To do this we switch to $R$-dependent basis states like the one defined in Equation (2.20). We then use exactly the same transformation targets as in Equations (4.10)–(4.13), except with $|00(R)angle$, $|10(R)angle$, $|01(R)angle$, $|11(R)angle$. Written out explicitly,

\[
\begin{align*}
\Psi^{(0)}_{00}(R) \otimes |00\rangle \xrightarrow{\hat{O}} e^{i\phi T} \Psi^{(0)}_{00}(R) \otimes |00\rangle \\
\Psi^{(0)}_{01}(R) \otimes |01\rangle \xrightarrow{\hat{O}} e^{i\phi T} \Psi^{(0)}_{01}(R) \otimes |01\rangle \\
\Psi^{(0)}_{10}(R) \otimes |10\rangle \xrightarrow{\hat{O}} e^{i\phi T} \Psi^{(0)}_{10}(R) \otimes |10\rangle \\
\Psi^{(0)}_{11}(R) \otimes |11\rangle \xrightarrow{\hat{O}} e^{i\phi T} \Psi^{(0)}_{11}(R) \otimes |11\rangle
\end{align*}
\]

(4.14)

Note again that we require that we can integrate out the motional degree of freedom before and after the gate operation; on each surface, the final state $\Psi_{ij}(R)$ must be identical to the initial eigenstate $\Psi^{(0)}_{ij}(R)$.

In principle, this defines the optimization that we use for the controlled phasegate of the Calcium system for which the results are discussed in Chapter 5. However, the optimization can be made more efficient. We will first develop a deeper understanding of the possibilities of optimizing genuine two-qubit gates based on the idea of Cartan decomposition. Based on this understanding, we will combine the optimization of the single- and two-qubit-Hamiltonian for improved efficiency.

### 4.2 True Two-Qubit Operations

#### 4.2.1 Decomposition of a Two-Qubit Gate

As we have seen in the model without $R$-dependency, optimizing for a two-qubit phasegate might result in a transformation that can be entirely decomposed into one-qubit gates. A defining characteristic of a true two-qubit operation is that it can create entanglement.

As shown by Zhang et al. [38], for any two-qubit gate in SU(4), there is a Cartan Decomposition

\[
\hat{U}_{2q} = \hat{U}_1 \hat{A}_{2q} \hat{U}_2
\]

(4.18)

where $\hat{U}_1$ and $\hat{U}_2$ are local (one-qubit) operations and $\hat{A}_{2q}$ is the true two-qubit part of $\hat{U}_{2q}$. 

The coefficients \( c_1, c_2, \) and \( c_3 \) can be determined by solving the equations

\[
\Re [G_1] = \cos^2 c_1 \cos^2 c_2 \cos^2 c_3 - \sin^2 c_1 \sin^2 c_2 \sin^2 c_3
\]
\[
\Im [G_1] = \frac{1}{4} \sin 2c_1 \sin 2c_2 \sin 2c_3
\]
\[
G_2 = 4 \cos^2 c_1 \cos^2 c_2 \cos^2 c_3 - 4 \sin^2 c_1 \sin^2 c_2 \sin^2 c_3 - \\
- \cos 2c_1 \cos 2c_2 \cos 2c_3
\]

where the left hand sides are given by the local invariants

\[
G_1 = \frac{\text{tr}^2 [m(\hat{U}_{2q})]}{16 \det \hat{U}_{2q}}
\]
\[
G_2 = \frac{\text{tr}^2 [m(\hat{U}_{2q})] - \text{tr} [m^2(\hat{U}_{2q})]}{4 \det \hat{U}_{2q}}
\]

with

\[
m(\hat{U}) = (\hat{Q}^\dagger \hat{U} \hat{Q})^T \hat{Q}^\dagger \hat{U} \hat{Q}
\]

and \( \hat{Q} \) being the transformation matrix to the Magic basis

\[
\hat{Q} = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 0 & 0 & i \\
0 & i & 1 & 0 \\
0 & i & -1 & 0 \\
1 & 0 & 0 & -i
\end{pmatrix}
\]

4.2.2 Entangling Power

We can use the concurrence measure, defined as

\[
C(|\Psi\rangle) = \left| \langle \Psi | \hat{\sigma}_y \otimes \hat{\sigma}_y | \Psi^* \rangle \right|,
\]

to find the degree of entanglement of a two-qubit state.

It is easy to calculate that for an arbitrary product state, we have

\[
C [(\alpha_0 |0\rangle + \alpha_1 |1\rangle) \otimes (\beta_0 |0\rangle + \beta_1 |1\rangle)] = 0
\]

On the other hand, for a state that we know to be maximally entangled, the result is

\[
C \left[ \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle) \right] = 1
\]

This, however, only gives us the entanglement of a state; what we would like is to have some characterization of a gate. We can define the entangling power (or concurrence) of a gate as the maximum concurrence of a state resulting from applying the gate to a suitable unentangled state. Unfortunately, we do not know in advance what this maximally entangled output state may be, or which unentangled input state may lead to it.
4.2. True Two-Qubit Operations

This problem was addressed by Kraus and Cirac [39]. It can be shown that the two-qubit gate $\hat{A}_{2q}$ is diagonal in the Magic basis:

$$\hat{Q}^\dagger \hat{A}_{2q} \hat{Q} = \text{diag}\left\{ e^{i\lambda_1}, e^{i\lambda_2}, e^{i\lambda_3}, e^{i\lambda_4} \right\}, \quad \text{with} \quad (4.29)$$

$$\lambda_1 = \frac{c_1 - c_2 + c_3}{2} \quad (4.30)$$

$$\lambda_2 = \frac{c_1 + c_2 - c_3}{2} \quad (4.31)$$

$$\lambda_3 = -\frac{c_1 - c_2 - c_3}{2} \quad (4.32)$$

$$\lambda_4 = -\frac{c_1 + c_2 + c_3}{2} \quad (4.33)$$

Given just the four phases $\lambda_1 \ldots \lambda_4$, the largest reachable concurrence for the original gate $\hat{U}_{2q}$ is [39]

$$C(\hat{U}_{2q}) = \max_{k,l} |\sin(\lambda_k - \lambda_l)| \quad (4.34)$$

4.2.3 Non-Entangling Gates

Finding the coefficients $c_1, c_2, c_3$ from Equations (4.19)–(4.21) can be non-trivial for an arbitrary gate. On the other hand, it is straight-forward to calculate the local invariants $G_1$ and $G_2$ from Equations (4.22) and (4.23).

These two quantities are the same for all gates with the same entanglement power, creating an equivalence class. Any two gates in such an equivalence class differ only by local (one-qubit) operations.

We can use this to determine whether a given gate has any non-local component at all: The unity transformation is certainly purely local, which means that all local transformations share the same $G_1, G_2$ with it. We can calculate that

$$G_1(\mathbb{1}) = 1 \quad (4.35)$$

$$G_2(\mathbb{1}) = 3 \quad (4.36)$$

If for a given gate we find values for $G_1$ and $G_2$ that differ from 1 and 3, respectively, we can conclude that the gate has at least some non-local component.

4.2.4 Entangling Gates

On the other end of the spectrum, we can look at the CNOT gate. As we can easily calculate,

$$G_1(\text{CNOT}) = 0 \quad (4.37)$$

$$G_2(\text{CNOT}) = 1 \quad (4.38)$$

If we solve for $c_1, c_2, c_3$ in Equations (4.19)–(4.21), we end up with a large number of solutions. Following Zhang et al. [38], the $c_1, c_2, c_3$ parameters can
be interpreted geometrically to position the gate in the space of non-local two-qubit operations. To limit ourselves to the relevant section of this space, the Weyl chamber $a^+$, we filter our solutions to those fulfilling

\begin{align}
  c_1 &\geq c_2 \geq c_3 \\
  0 &\leq c_1 < \pi \\
  0 &\leq c_2 < \pi/2 \\
  0 &\leq c_3 < \pi/2
\end{align}

This leaves us with only one solution: $c_1 = \pi/2, c_2 = c_3 = 0$.

We can immediately calculate the entangling power:

\[ C(\text{CNOT}) = 1 \]

As we expect, the CNOT gate is a perfect entangler. Note that if we look at the $\pi$ phasegate, we find the exact same values for $G_1$ and $G_2$, which verifies that CNOT and $\pi$ phasegate are equivalent except for local operations, and that both are perfect entanglers.

We can also find the unentangled state that is maximally entangled by the CNOT gate, by solving

\[ C [\text{CNOT} \cdot (a_0 |0\rangle + a_1 |1\rangle) \otimes (\beta_0 |0\rangle + \beta_1 |1\rangle)] \overset{!}{=} 1 \]

for $a_0, a_1, \beta_0$, and $\beta_1$. We find as one possible solution $a_0 = a_1 = 1/\sqrt{2}, \beta_0 = 1, \beta_1 = 0$. Clearly, this unentangled input state is transformed into a maximally entangled Bell state by the CNOT operation.

If we run through the same procedure for the $\pi/2$ phasegate, we find

\[ G_1 \left( \text{CPHASE} \left( \frac{\pi}{2} \right) \right) = \frac{1}{2} \]

\[ G_2 \left( \text{CPHASE} \left( \frac{\pi}{2} \right) \right) = 2 \]

Solving for the Weyl coordinates $c_1, c_2, c_3$, we find $c_1 = \pi/4$ or $3\pi/4$, $c_2 = c_3 = 0$. The resulting entanglement power is

\[ C \left( \text{CPHASE} \left( \frac{\pi}{2} \right) \right) = 0.7071 \]

More generally, there is a wide class of two-qubit operations for which

\[ G_1 \left( \hat{U}_\gamma \right) = \cos^2 \gamma \]

\[ G_2 \left( \hat{U}_\gamma \right) = 1 + 2 \cos^2 \gamma \]

This class includes all controlled two-qubit operations (cf. Zhang et al. [38]). The solution for the Weyl coordinates is $c_1 = \gamma, c_2 = c_3 = 0$, as we can guess just by looking at Equations (4.19)–(4.21). The entanglement power of this gate is

\[ C \left( \hat{U}_\gamma \right) = |\sin \gamma| \]
4.2. True Two-Qubit Operations

4.2.5 Application to Phasegate Optimizations

From experience, it is relatively easy for an optimized pulse to return the population the initial logical surface, although not as easy to do this without coupling permanently to the vibrational spectrum. Let us assume for a moment that we also return to the initial vibration eigenstate to a large percentage, so that we can reasonably describe the transformation performed by the optimized pulse to give a phase change for each eigenstate:

$$
\hat{U}_{\text{CPHASE}} = \begin{pmatrix}
e^{i\phi_{00}} & 0 & 0 & 0 \\
0 & e^{i\phi_{01}} & 0 & 0 \\
0 & 0 & e^{i\phi_{10}} & 0 \\
0 & 0 & 0 & e^{i\phi_{11}}
\end{pmatrix}
$$

(4.48)

We can calculate the local invariants as

$$
G_1 (\hat{U}_{\text{CPHASE}}) = \cos^2 \left[ \frac{1}{2} (\phi_{00} - \phi_{01} - \phi_{10} + \phi_{11}) \right]
$$

(4.49)

$$
G_2 (\hat{U}_{\text{CPHASE}}) = 2 + \cos \left[ \phi_{00} - \phi_{01} - \phi_{10} + \phi_{11} \right]
$$

(4.50)

We can define

$$
\chi \equiv \phi_{00} - \phi_{01} - \phi_{10} + \phi_{11}
$$

(4.51)

and rewrite Equations (4.49) and (4.50) as

$$
G_1 = \cos^2 \frac{\chi}{2}
$$

(4.52)

$$
G_2 = 2 + \cos \phi
$$

(4.53)

$$
= 1 + 2 \cos^2 \frac{\chi}{2}
$$

(4.54)

The invariants have exactly the form given in Equations (4.45) and (4.46), with $\gamma = \chi/2$. This means we immediately know the entangling power of our gate:

$$
C (\hat{U}_{\text{CPHASE}}) = \left| \sin \frac{\chi}{2} \right|
$$

(4.55)

It is remarkable that this is the same entangling power as we would find for a true $\chi$ phasegate ($\phi_{00} = \chi, \phi_{01} = \phi_{10} = \phi_{11} = 0$). This means that a gate described by the four phases $\phi_{00}, \phi_{01}, \phi_{10}, \phi_{11}$ is locally equivalent to CPHASE($\chi$), with $\chi$ as defined in Equation (4.51). In other words, Equation (4.51) tells us what true two-qubit phase we have achieved in our optimization.

4.2.6 Interaction and Entanglement

Now that we understand how to distinguish between the optimized phases $\phi_{00}, \phi_{01}, \phi_{10}, \phi_{11}$, and the true two-qubit phase $\chi$, we can analyze the results of the optimization attempt without interaction in Section 4.1.2. The dynamics for an optimized pulse are shown in Figure 4.3. Obviously, neither the target for $|00\rangle$ nor $|01\rangle$ is met. There is no reason the target for $|00\rangle$ could not be reached
Figure 4.3: Time evolution of the two-qubit states under the optimized pulse for a $\pi$ phasegate with global phase $\phi_{00} = 1.513\pi$. The state at $t = 0$ is indicated by a black dot, the state at $t = T$ by a black square. The arrow in each picture indicates the target state. The development of the $|01\rangle$ state is identical to the development of the $|10\rangle$ state, the former is plotted with lines, the latter not. See Section 5.2 for further explanation.
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in principle: If we optimize with

$$|00⟩ \xrightarrow{\hat{O}} e^{i(\phi + \phi_T)} |00⟩$$  (4.56)

$$|11⟩ \xrightarrow{\hat{O}} e^{i\phi_T} |11⟩ \text{ (fulfilled a priori)}$$  (4.57)

as the only condition, we find a pulse that generates the time evolution shown in Figure 4.4.

Looking at the evolution of the $|01⟩$ and $|10⟩$ states in Figure 4.4 gives us an indication what is going on: The states end exactly half way between $\phi_{11} = \phi_T$ and $\phi_{00} = \phi_T + \phi$, indicating that the relative phase between $|00⟩$ and $|11⟩$ is only due to single qubit operations.
Trying to optimize for a true two-qubit phase as described by Equations (4.10)–(4.13) proves to be impossible: The optimization merely balances the incompatible targets for $|00\rangle$ and $|01\rangle$, fulfilling both only partly. We can verify that the resulting state can be constructed from single-qubit operations:

$$\hat{U} = e^{i0.84\pi} \left[ \begin{pmatrix} 1 & 0 \\ 0 & e^{i0.33\pi} \end{pmatrix} \otimes \mathbb{I} \cdot \mathbb{I} \otimes \begin{pmatrix} 1 & 0 \\ 0 & e^{i0.33\pi} \end{pmatrix} \right] \tag{4.58}$$

The same applies to any other two-qubit phasegate we might try. For example, Figure 4.5 shows the evolution under a pulse optimized for a $\phi = \pi/2$ phasegate. It shows the same fundamental behavior as in Figure 4.3; we could derive the result from a formula analogous to Equation (4.58).

Figure 4.5: Time evolution of the two-qubit states under the optimized pulse for a $\pi/2$ phasegate with global phase $\phi_{00} = 1.513\pi$, in analogy to Figure 4.3.
4.3 Combining Pulses

A lesson of the discussion of Cartan decomposition is that we may have to combine our optimized pulse with additional one-qubit pulses. In principle, we could even use optimal control to find suitable one-qubit pulses. With the current system description, this is not possible, however, as we have not included any way to interact with the $|1\rangle$ state. From a physical point of view, we should also remember that we may have to make dynamic changes to the trapping potential to operate on the same pair of Calcium atoms with one- and two-qubit operations.

On a related thought, we could also try to combine the controlled phasegate with natural time evolution, suggesting the possibility of a slightly different optimization scheme that would leave us with a phasegate of zero global phase: Instead of optimizing for a phasegate with one global phase $\phi_T$, we might try:

\[
\begin{align*}
|00\rangle & \xrightarrow{\hat{O}} e^{i\phi} |00\rangle \\
|01\rangle & \xrightarrow{\hat{O}} e^{i\phi_{01}} |01\rangle \\
|10\rangle & \xrightarrow{\hat{O}} e^{i\phi_{10}} |10\rangle \\
|11\rangle & \xrightarrow{\hat{O}} e^{i\phi_{11}} |11\rangle
\end{align*}
\]

(4.59) (4.60) (4.61) (4.62)

The phases for the $|01\rangle$, $|10\rangle$, and $|11\rangle$ are the phases from the natural time evolution of these states. If we completed such a gate, we would only have to wait with a pulse of zero amplitude until the phases $\phi_{01}$, $\phi_{10}$, and $\phi_{11}$, reach zero again (due to further time evolution). Since the energy of the $|00\rangle$ state is zero, $|00\rangle$ will not further change its phase, so that we eventually end up with a phasegate with a global phase of zero.

Figure 4.6 shows the result of optimizing such a gate with the non-interaction Hamiltonian. As we would expect, we see no different behavior here: The result is still only due to single-qubit operations. However, the convergence of the optimization is much slower: It is very hard to have a pulse-induced phase for the $|00\rangle$ state while having absolutely zero pulsed-induced phase on the other states. The previous approach of having a pulse-induced phase on all states except $|11\rangle$, gives the optimization more room, and is preferable to attempting a phasegate with $\phi_T = 0$.

4.4 A Reduced Optimization Scheme

Optimizing the full physical two-qubit system is numerically expensive, due to the spatial grid we have to include on each surface, and also due to the number of surfaces. Even if we exclude the $|11(R)\rangle$ state, which does not couple to any other surface, we are still left with a system of eight surfaces. This means for each OCT iteration, we have to propagate eight wave functions over the full spatial and temporal grid at least twice. Of course, we can handle each surface in parallel, but this implies a need for 8-core processors. Likewise, the amount
Figure 4.6: Time evolution of the two-qubit states under the optimized pulse for a $\pi$ phasegate relative to natural evolution of the $|01\rangle$, $|10\rangle$, and $|11\rangle$ states, in analogy to Figure 4.3.
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Figure 4.7: Subsystems of the two-qubit system. The transitions affecting the transformation of individual eigenstates fall into distinct partitions.

of memory needed is linear with the number of surfaces. Clearly, we should be interested in trying to avoid taking all surfaces into account.

When we look at the scheme of surfaces in the two-qubit system, we can see that it naturally decomposes into four sub-systems, going alongside the four logical eigenstates (Figure 4.7). As mentioned before, we can completely disregard the $|11\rangle$ system: independently of the pulse, the $|11\rangle$ state will always evolve just with a phase factor of $\phi_{11} = E_{11} \bar{t}$ (4.63)

Also, it is obvious that the $|01\rangle$ sub-system is completely identical to the $|10\rangle$ sub-system. If we know the evolution of one, we also know the evolution of the other. Hence, we only have to include one of the two into our optimization. At this point, we have reduced the number of surfaces to six.

Can we do even better? For example, is there a way to predict the evolution of the $|01\rangle$ and $|10\rangle$ states without actually propagating them?

Remember that if we had not included an $R$-dependent interaction into the two-qubit system compared to the one-qubit system, there would be no true two-qubit phase induced. As we have seen in Section 4.2.6, the dynamics induced by a pulse are completely determined by the phases that the same pulse induces in the one-qubit system:

$\phi_{00} = 2\phi_0$ (4.64)  
$\phi_{01} = \phi_{10} = \phi_0 + \phi_1$ (4.65)  
$\phi_{11} = 2\phi_1$ (4.66)

Note that in order to make this comparison accurate, we need to adjust the single-qubit energy levels to correspond to the trap ground state energies of
the two-qubit system. To do this, we add half of
\[ E_{\text{vib}}^{11} = 0.006667 \text{cm}^{-1}. \]
to our single-qubit states. The effect of this on the single-qubit phases is small, but noticeable.

Equation (4.66) is also fulfilled in our full two-qubit description, but clearly Equations (4.64) and (4.65) may not both be fulfilled. After all, our goal is to give the \[ |00\rangle \] state a phase relative to the other eigenstates.

\[ \phi_{00} - \phi_{01} - \phi_{10} + \phi_{11} \neq 0 \quad (4.67) \]

We might guess, however, that Equation (4.65) is still fulfilled in our actual two-qubit system, and that our effective two-qubit phase is only due to the violation of Equation (4.64): While we have given all our states an \( R \)-dependency, only \( |a0\rangle \) and \( |a0\rangle \) are not completely flat at the distances we are working at, as indicated in Figure 4.7, due to their \( 1/R^3 \) tail. The states \( |01\rangle \) and \( |a1\rangle \) in contrast are taken as constant. This is a hint to anticipate that we reach our effective two-qubit phase only from the transformations in the \( |00\rangle \) system.

If we assume that compared to Equations (4.64)–(4.66) our full two-qubit phases (including the \( R \)-dependent interaction) relate to the one-qubit phases as

\[ \phi_{00} \neq 2\phi_0 \quad (4.68) \]
\[ \phi_{01} = \phi_{10} = \phi_0 + \phi_1 \quad (4.69) \]
\[ \phi_{11} = 2\phi_1, \quad (4.70) \]

we could optimize for a two-qubit \( \phi \)-phasegate with an additional global phase \( \phi_T \) through the targets

\[ |00\rangle \xmapsto{\text{t}} e^{i(\phi_T + \phi_T)} |00\rangle \quad (4.71) \]
\[ |0\rangle \xmapsto{\text{t}} e^{i\phi_T/2} |0\rangle. \quad (4.72) \]

In other words, we only optimize the \( |00\rangle \) target in the two-qubit system, consisting of the four surfaces \( |00\rangle, |0a\rangle, |a0\rangle, \) and \( |aa\rangle \), reducing the computation cost dramatically. The additional optimization in the one-qubit system, which guarantees that we actually reach a two-qubit phase, is numerically easy, as there is no spatial grid for the one-qubit system.

Note that from the results of this mixed optimization we can recover the full characteristics of the two-qubit gate, i.e. the phases the pulse we have obtained generates for all four two-qubit eigenstates. The optimization gives us \( \phi_{00} \) and \( \phi_0 \), directly. Furthermore we know that independently of the pulse, we have

\[ \phi_1 = \phi_T / 2 \quad (4.73) \]
\[ \phi_{11} = \phi_T. \quad (4.74) \]

The phases of the remaining two eigenstates are:

\[ \phi_{10} = \phi_{01} = \phi_0 + \phi_1 = \phi_0 + \phi_T / 2 \quad (4.75) \]
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A Reduced Optimization Scheme

<table>
<thead>
<tr>
<th>system phases</th>
<th>full optimization scheme</th>
<th>reduced optimization scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>φ&lt;sub&gt;00&lt;/sub&gt;, φ&lt;sub&gt;01&lt;/sub&gt;, φ&lt;sub&gt;10&lt;/sub&gt;, (φ&lt;sub&gt;11&lt;/sub&gt;)</td>
<td>φ&lt;sub&gt;00&lt;/sub&gt;, φ&lt;sub&gt;θ&lt;/sub&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>φ&lt;sub&gt;00&lt;/sub&gt;, φ&lt;sub&gt;θ&lt;/sub&gt;</td>
</tr>
<tr>
<td>optimization targets</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>φ&lt;sub&gt;00&lt;/sub&gt; → e&lt;sup&gt;i(φ&lt;sub&gt;θ&lt;/sub&gt; + φ&lt;sub&gt;τ&lt;/sub&gt;)&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>φ&lt;sub&gt;01&lt;/sub&gt; → e&lt;sup&gt;iφ&lt;sub&gt;τ&lt;/sub&gt;&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>φ&lt;sub&gt;10&lt;/sub&gt; → e&lt;sup&gt;iφ&lt;sub&gt;τ&lt;/sub&gt;&lt;/sup&gt;</td>
</tr>
<tr>
<td>gate phases</td>
<td>φ&lt;sub&gt;00&lt;/sub&gt; = φ&lt;sub&gt;00&lt;/sub&gt;</td>
<td>φ&lt;sub&gt;00&lt;/sub&gt; = φ&lt;sub&gt;00&lt;/sub&gt;</td>
</tr>
<tr>
<td></td>
<td>φ&lt;sub&gt;10&lt;/sub&gt; = φ&lt;sub&gt;01&lt;/sub&gt;</td>
<td>φ&lt;sub&gt;10&lt;/sub&gt; = φ&lt;sub&gt;01&lt;/sub&gt;</td>
</tr>
<tr>
<td></td>
<td>φ&lt;sub&gt;11&lt;/sub&gt; = φ&lt;sub&gt;11&lt;/sub&gt;</td>
<td>φ&lt;sub&gt;11&lt;/sub&gt; = φ&lt;sub&gt;11&lt;/sub&gt;</td>
</tr>
<tr>
<td>true two-qubit phase</td>
<td>χ = φ&lt;sub&gt;00&lt;/sub&gt; − φ&lt;sub&gt;01&lt;/sub&gt; − φ&lt;sub&gt;10&lt;/sub&gt; + φ&lt;sub&gt;11&lt;/sub&gt;</td>
<td>χ = φ&lt;sub&gt;00&lt;/sub&gt; − 2φ&lt;sub&gt;θ&lt;/sub&gt;</td>
</tr>
</tbody>
</table>

Table 4.1: Comparison between full and reduced optimization scheme.

From the four phases φ<sub>00</sub>, φ<sub>01</sub>, φ<sub>10</sub>, φ<sub>11</sub> we can calculate our true two-qubit phase and entangling power.

Of course, this recipe only works if we can demonstrate that our assumptions, Equations (4.68)–(4.70), are fulfilled.

From the optimization of a π-phase gate with a 1 ps pulse, we have obtained a pulse that produces the following phases:

φ<sub>00</sub> = 0.21009 π
φ<sub>01</sub> = φ<sub>10</sub> = 1.78070 π
φ<sub>11</sub> = 1.51265 π

If we put this pulse into the one-qubit system, we find

φ<sub>θ</sub> = 1.02438 π
φ<sub>1</sub> = 0.75632 π

for the single-qubit phases. We can calculate

2φ<sub>θ</sub> = 0.04875 π
φ<sub>0</sub> + φ<sub>1</sub> = 1.78070 π
2φ<sub>1</sub> = 1.51265 π,

which matches our expectation exactly. Our assumptions of Equations (4.68)–(4.70) hold. This means we have found a reduced scheme whose optimization is equivalent to the full optimization scheme. The two schemes are compared in Table 4.1. The results which we will discuss in the following chapter are based on both of these.

The fact that the optimization of the full system and the reduced system is equivalent does not imply that we end up with the same optimized pulse, or the same degree of convergence after the same number of optimization steps,
all other parameters equal. In fact, optimizing two equivalent systems for 40 iterations gives us the optimized pulses shown in Figure 4.8. Both pulses are quite distinct, even though they show a roughly similar structure, and it seems possible that both pulses would converge on an identical solution. The fidelities tend to be comparable.

![Figure 4.8: Pulses obtained from optimization of equivalent full and reduced systems, after 40 iterations.](image)

In the reduced optimization scheme, the three phases $\phi_0$, $\phi_{00}$ can be interpreted intuitively as depicted in Figure 4.9: The actual two-qubit phase resulting from the optimization $\phi_{00}$ consists of the true two-qubit phase, or interaction phase $\chi$, and the doubled one-qubit contribution $\phi$. The latter one is determined by the asymptotic potentials, the former one by the extent that we are still away from the asymptote and feel an interaction in the excited state.

![Figure 4.9: Interaction Phase, Optimization Phase, and One-Qubit Phase](image)
Chapter 5

Optimization Results for the Controlled Phasegate

Understanding the calcium system, its numerical description, and the methods for optimizing a two-qubit controlled phase gate, we turn to the actual optimization and its results. We will first summarize the available parameters and motivate choices for their values, then outline some general observations on the results and finally discuss the results of various approaches in detail.

A tabular summary of all the results presented here can be found in Appendix C. All runs are identified by unique ID numbers that are used both throughout this chapter and in the appendix table.

5.1 Parameters and Optimization Strategies

There are two types of parameters that we can tune in our calculations. First there are the physical parameters:

- trap frequency $\omega$ and trap distance $d$
- gate time $T$
- target phase $\phi$
- guess pulse
- OCT pulse shape $S(t)$

Second, there are numerical parameters, which only influence the accuracy, numerical efficiency, and convergence.

- spatial grid parameters: $R_{\text{min}}, R_{\text{max}}, N_R$
- grid mapping parameters $\beta, E_{\text{max}}$
- $\Delta t$ for the temporal grid
- OCT Scaling parameter $\alpha$. 
We choose a fixed trap frequency $\omega$ and trap distance $d$, which implies fixed numerical parameters $R_{\text{min}}$, $R_{\text{max}}$, $\beta$, $E_{\text{max}}$. $\Delta t$ also stays fixed within a small set of values and is determined by the accuracy of the Chebychev propagator for the Calcium system. We vary $T$, $\phi$, and the guess pulse. We also tweak $\alpha$ to control the speed of convergence.

We will now motivate the choices for the fixed parameters, and the strategies for modifying the remaining ones.

### 5.1.1 Trap Frequency and Trap Distance

What we have seen in the previous chapter is that achieving a two-qubit phase depends crucially on the interaction between the two qubits in the excited state. This interaction is stronger the closer the two Calcium atoms are to each other. As explained in Chapter 2, it is possible to use subwavelength lattices that could generate a grid spacing of $1/4 - 1/8$ of a laser wavelength, so that a value of around $d = 50 \text{ nm}$ would be near the lower end of a realistic range of values for $d$.

Unfortunately, even at this distance the interaction is too weak to work as a starting point for a phasegate optimization. So, we go to a distance one order of magnitude smaller, and attempt to work at $d = 5 \text{ nm} \approx 100 \text{ a.u.}$ As we will see, even at this value, finding an optimal pulse is far from trivial. To understand the limits and possibilities of the optimization process, it makes more sense to explore it systematically at 5 nm before giving any more thought to larger values of $d$ that might be experimentally more feasible.

To have an overlap $< 10^{-4}$ of the trap ground state wavefunctions from neighboring lattice sites, a choice of $d$ so small has to be compensated by choosing an extremely large trap frequency. In Table 2.1 we calculated which frequencies go together with which trap distances so that we can still consider the two Calcium atoms to be independent in the trap ground state. For $d = 5 \text{ nm}$, we have to choose $\omega = 400 \text{ MHz}$.

### 5.1.2 Choice of Guess Pulse

In theory, the choice of a specific guess pulse does not matter for OCT, in the sense that the method will always converge towards an optimal pulse. However, it might do so infinitely slowly so that we are well-advised to start with a motivated choice. There is no obvious way to guess a pulse that in some sense already gets us close to our goal of generating a two-qubit phase, but there are nonetheless some considerations for choosing a guess pulse:

- Our guess pulse should have a frequency tuned to the transition between $|00\rangle$ and $|0a\rangle$ so that it is guaranteed to drive relevant dynamics.
- We do not want to start with a pulse that is more complex than necessary, but rather with a simple Gaussian shape.
- The basic idea behind the phasegate process is that we transfer population from the $|00\rangle$ ground state to the $|0a\rangle$ excited state, where we gather a two-qubit phase due to the interaction there, and then return to the
ground state again. At the end of any gate, there should be no population remaining on a surface that is not part of the qubit encoding. This is in essence a simple Rabi cycle, so that we should start with a 2π-pulse (see below).

From these three ideas, we conclude that as a guess pulse we should use a Gauss-shaped 2π-pulse with a central frequency \( \omega_L \) tuned to the transition between \( |00\rangle \) and \( |0a\rangle \).

\[
\epsilon(t) = \epsilon_0 e^{-\frac{(t-T/2)^2}{2\sigma^2}} \cos(\omega_L t) \tag{5.1}
\]

We choose \( \sigma = T/8 \) in order to fit the pulse in the time interval \([0, T]\), ensuring that the intensity is near zero at \( t = 0, T \).

We can calculate the pulse intensity \( \epsilon_0 \) so that the pulse performs a full Rabi Cycle. With zero detuning of \( \omega_L \) from the transition frequency between \( |00\rangle \) and \( |0a\rangle \), the population \( a(t) \) oscillates according to

\[
a(t) = \left| \cos \left( \int_0^t \frac{1}{2} \Omega(t') \, dt' \right) \right|^2, \tag{5.2}
\]

with the Rabi frequency \( \Omega \) given as the product of the electric dipole moment and the Gaussian shape of the pulse.

\[
\Omega(t) = \mu s(t); \quad s(t) = \epsilon_0 e^{-\frac{(t-T/2)^2}{2\sigma^2}} \tag{5.3}
\]

If we solve for the argument of the cosine in Equation (5.2) to yield \( 2\pi \), we can find the pulse amplitude \( \epsilon_0 \) for a given time \( T \) that performs a full cycle on the population.

\[
\epsilon_0 = \frac{\sqrt{2\pi}}{\mu \sigma} = \frac{8 \sqrt{2\pi}}{\mu T} \tag{5.4}
\]

For a value of \( T = 1.23 \text{ ps} \), for example, and the dipole moment for Calcium \( \mu = 4.118 \text{ a.u.} \) [14], we get a pulse amplitude of \( \epsilon_0 = 9.53 \times 10^{-3} \text{ a.u.} \).

The population dynamics that this guess pulse induces in the two-qubit system is shown in Figure 5.1.  

As an alternative to a guess pulse with the central frequency \( \omega_L \) tuned to the full transition \( |00\rangle \rightarrow |0a\rangle \), we can also also make use of three-photon transitions, and start with guess pulses tuned to one-third the frequency of the \( |00\rangle \rightarrow |0a\rangle \) transition. This is illustrated on the right of Figure 5.2. Since the pulse has a certain width, the spectrum also contains frequencies slightly smaller and slightly larger than the central frequency. Different frequencies can combine to add up to the full transition, which means that there are multiple pathways to go from \( |00\rangle \) to \( |0a\rangle \). This can help in the optimization, as it might be possible to exploit interference between these different pathways. Since three photons must coincide to generate an excitation, three-photon pulses will need to have an increased intensity.

\[1\]See Tannor [23, Chapter 15.1] for a derivation of Rabi cycling.
Figure 5.1: Population dynamics in the two-qubit system for the 1 ps guess pulse in run 3220. The dynamics for $|00\rangle$ are extremely similar to the dynamics for $|01\rangle$ (but not identical, due to the presence of the $|aa\rangle$ state). We find that this strong similarity is an indication of a zero two-qubit phase. The one-qubit $|0\rangle$ state, not shown here, behaves identically to the two-qubit $|01\rangle$.

Figure 5.2: Three-Photon transitions. On the left, a photon of frequency $3\omega_0$ ($\omega_0 = \omega(|00\rangle \rightarrow |0a\rangle)$ creates three excitations at once. On the right, three photons from a frequency distribution centered around $\omega = \omega_0/3$ combine. Since there are multiple possible combinations of frequencies reaching from $|00\rangle$ to $|0a\rangle$, optimization can exploit the interference between these different pathways.
5.1. Parameters and Optimization Strategies

5.1.3 Gate Times

We know that a two-qubit phase depends on the interaction between the atoms in the excited state. This means that the pulse should be able to distinguish between the interaction-energy $V_{0a}(R)$ and the asymptotic energy $E_{0a}$ of the non-interacting atoms.

The initial wave function, chosen as the trap ground state, has its population centered around the trap distance $d$. When the population is pumped to the $|a0⟩$ surface, it will also be centered around $d$ initially. We therefore take the energy difference between $V_{0a}(R = d)$ and the asymptotic $E_{0a}$ as the energy scale to be resolved by the pulse, which translates to a time scale of $1/(E_{0a} - V_{0a}(d))$. For $d = 5$ nm, we find a value of 1.23 ps, which we take as the minimum starting point for $T$.

We then systematically try to increase pulse durations, up to 50.0 ps, a point at which the numerical effort involved in the optimization starts to become slightly unwieldy.

The lack of satisfactory results for this range of pulse durations prompted us to look for another physically motivated time scale. We observed that the optimized pulses with the original durations did not return the population to the original vibrational eigenstate on the $|00⟩$ surface (see Section 5.3).

If we look at the vibrational eigenvalues of the $|00⟩$ surface, shown in Figure 5.3 and compare the distance between the eigenvalues with the spectral resolution of the time grid given by Equation (3.55), we see that the original pulse durations are not sufficient to resolve between neighboring eigenvalues. Taking the average of the distance between the trap ground state and the next lower and next higher eigenvalue (black lines in Figure 5.3), we find $\Delta E \approx 2 \times 10^{-7}$ a.u.. To resolve this energy difference, we need a pulse duration on the order of 800 ps.

Starting at $T = 800$ ps as an upper limit, we systematically try smaller pulse durations down to $T = 150$ ps in order to see to which extent we need to be able to resolve the vibrational spectrum. Optimization in this regime is far more numerically expensive than the original short-to-medium pulses.

As a third strategy, we ignore all arguments about resolvability, and try extremely short pulses with durations between 0.1 ps and 1.23 ps in order to see whether we can get at least a small two-qubit phase, which then could be accumulated by repeating these short pulses many times.

5.1.4 Optimization Targets

As an alternative to a full $\pi$-phasegate, we can also optimize for phasegate with $\phi = \frac{n}{n}$, with some integer $n$. After all, we know that by applying $n$ of such gates in series (with possible one-qubit operations in between), we also would end up with a $\pi$-phasegate. However, the error of the individual gates accumulates, so that for pulses of durations longer than 1 ps, we only attempt optimizations for partial phasegates with $n = 2, 3$. Only for the extremely short guess pulses, where can only hope for very small two-qubit phases, we try $n = 4$ and $n = 10$. 
5. Optimization Results for the Controlled Phasegate

We use a full optimization scheme, which includes the two-qubit eigenstates $|00\rangle$, $|01\rangle$ and $|10\rangle$ in the target process, interchangeably with a reduced optimization scheme, which only includes $|00\rangle$ of the two-qubit system, and in addition $|0\rangle$ of the one-qubit system. Both of these schemes are summarized in Table 4.1. The $|11\rangle$ state is not included in the target, as we know its time evolution a-priori.

We have to include the global phase $\phi_T$ in the target for a specific pulse duration $T$. The phase is obtained from propagating just the $|11\rangle$ state from 0 to $T$ without any pulse.

5.1.5 Numerical Parameters

For choosing the numerical parameters for the grids, the only considerations are the adequate representation of the system, and that we do not want to waste too many numerical resources by having larger grids than necessary. The concepts that are important for choosing the numerical parameters are explained in Chapter 3.

Specifically for a trap distance of 5 nm, we can motivate the choice of $R_{\text{min}}$ and $R_{\text{max}}$ as well as the number of grid points. $R_{\text{min}}$ is not trap-dependent and should be chosen to accurately represent the inner repulsive slope of the potential. A value of 5 a.u. is sufficient for this. $R_{\text{max}}$ is determined by the number of trap eigenstates that we want to allow to be populated. The harmonic trap potential can only contain eigenstates with eigenvalues smaller than the limit $V_{\text{trap}}(R_{\text{max}})$. Any higher eigenstate would simply “fall out of the trap”. In our numerical description, the edges of the grid act as infinite potential wells, and
any eigenstate with an energy higher than $V_{\text{trap}}(R_{\text{max}})$ is not determined by the harmonic trap, but by this well potential.

We choose $R_{\text{max}}$ so that there are 50 trap eigenstates bound by the harmonic potential. This implies that as soon as more trap eigenstates than that are populated, the simulation becomes inaccurate. However, it is very reasonable to put a limit on the number of harmonic eigenstates that we include: Remember that the trap potential is sine-shaped in reality, and that we only approximated it as a harmonic potential. Higher eigenfunctions of the harmonic approximation will not correspond to the eigenfunctions in the sine-potential.

For including 50 eigenstates in the harmonic trap, we can calculate $R_{\text{max}} \approx 300$ a.u. (15 nm) by solving

$$\frac{1}{2} \mu \omega^2 (R_{\text{max}} - d)^2 = \hbar \omega \left( n + \frac{1}{2} \right)$$

for $n = 50$.

The number of grid points $N_R$ was chosen generously, at 511 or 512 points depending on the mapping. Together with the mapping parameters of $\beta = 0.5$ and $E_{\text{max}} = 1 \times 10^{-8}$, this prevented ghosts from appearing in the spectrum.

The spacing of the time grid is determined by the stability of the Chebyshev propagator, visible through the conservation of the norm. For $\Delta t \approx 1 - 2$ a.u., the propagation was fully stable. For very long pulse times $> 50$ ps, such a fine spacing was not numerically feasible for OCT, so that the propagation was done with $\Delta t = 4$ a.u.. Even for this value, the norm was conserved within the machine precision, and we could show the accuracy post-OCT by propagating the optimized pulses on a finer time grid for analysis.

The shape function for OCT was chosen as as $\sin^2$-function.

$$S(t) = \sin^2 \left( \frac{\pi t}{T} \right).$$

This means that the changes in the optimized pulse will conform to $S(t)$, guaranteeing a smooth switch-on and switch-off.

The scaling parameter $\alpha$, which regulates how much change OCT is allowed to make to the guess pulse, was found by trial and error to give the fastest convergence for a value of 5000. For values smaller than that, the pulse would change more than was accounted for in the approximation of the spectral radius for the Chebyshev propagator. For larger values, the convergence was too slow.

As a general strategy, we can tune $\alpha$ between OCT iterations to allow for greater or smaller changes to the guess pulse.

### 5.1.6 Summary of Parameter Values and Strategies

To summarize, we do all our runs with the following fixed parameters:

\footnote{Since OCT can change the pulse intensity by a considerable factor, the spectral radius has to be overestimated. We accomplished this by multiplying the pulse with a factor of 5, and estimated the spectral radius based on the resulting Hamiltonian. This allows the optimization to change the maximum intensity of the pulse up to 5 times. If the change is stronger than the, we can compensate by increasing $\alpha$.}
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- \( R_{\min} = 5.0 \text{ a.u., } R_{\max} = 300.0 \text{ a.u.} \)
- trap parameters \( \omega = 400 \text{ MHz, } d = 5 \text{ nm} \)
- \( N_R = 511 \) for differential mapping, \( N_R = 512 \) for integral mapping
- \( \beta = 0.5, E_{\text{max}} = 1 \times 10^{-8} \)
- \( \sin^2 \)-shape and \( \alpha = 5000 \) (initially)

Our optimization strategy is to try guess pulses for different times \( T \):

1. Short/Medium \( T = 1.23 \text{ ps}, 2.0 \text{ ps}, 5.0 \text{ ps}, 8.0 \text{ ps}, 12.3 \text{ ps}, 15.0 \text{ ps}, 30.0 \text{ ps}, \text{ and } 50.0 \text{ ps} \)
2. Long \( T = 800 \text{ ps}, 430 \text{ ps}, 290 \text{ ps}, 150 \text{ ps} \)
3. Extremely short \( T = 0.1 \text{ ps}, 0.17 \text{ ps}, 0.5 \text{ ps}, 1.23 \text{ ps} \)

Second, we try three-photon pulses with varying intensity for \( T = 1.23 \text{ ps} \) and \( T = 12.3 \text{ ps} \) and compare the results to the single-photon pulses. Third, we optimize at \( T = 1.23 \text{ ps} \) for partial target phases \( \phi = \pi/2, \pi/3 \). For the extremely short pulse durations \( \leq 1.23\text{ps} \), we use both one- and three-photon guess pulses, and optimization targets with \( \phi = \pi/10 \) and \( \phi = \pi/4 \).

5.2 General Observations

5.2.1 Fidelity, Concurrence, and Vibrational Purity

There are three central quantities that characterize the quality of our optimization result. One is the fidelity as defined in Equation (3.61), applied to either the full or the reduced optimization target (Section 4.4). The second one is the two-qubit phase \( \chi \), defined by Equation (4.51), or equivalently the concurrence given by Equation (4.55). Lastly, there is the vibrational purity defined in Equation (2.23), expressing how much population we retain in the gate operation. The fidelity combines the latter two, in the sense that it can only be 1 if both the concurrence and the vibrational purity are 1. It is also the fidelity that drives OCT and which is guaranteed to rise monotonically. Figure 5.2.1 shows an example for the evolution of the fidelity, the concurrence, and the vibrational purity with the number of OCT iterations.

The plot illustrates a number of concepts. First, it shows that the change in fidelity becomes increasingly smaller with the number of iterations. Even after just one iteration, we already have a rather high fidelity. The fidelity increases significantly over the next few iterations, but soon levels off.

---

3We have only explicitly defined the vibrational purity for the \( |00\rangle \) potential. We can of course do that same for \( |01\rangle, |10\rangle, \) and \( |11\rangle \) as well. For \( |01\rangle \) and \( |10\rangle \) we found the vibrational purity to always be 1, for \( |11\rangle \) we even know a-priori that it is 1, since there is no population transfer. Therefore, we only really consider the \( |00\rangle \)-vibrational purity.

4Technically, it is \( J \) that is guaranteed to be monotonic, not \( F \), but in practice we always found the fidelity to dominate over the term \( \int g(\epsilon) \text{ d}t \), so that a monotonic behavior of the fidelity is the rule. This can also be influenced by the scaling parameter \( \alpha \)
We also see that while the fidelity increases monotonically, the concurrence and the vibrational purity do not. Additionally, the seemingly high fidelity disguises the fact that we miss our target very significantly, as is much more evident by looking at the concurrence and the vibrational purity. It seems that without doing much in terms of true two-qubit operation we already have a base fidelity significantly higher than what we might have expected. The interesting part of the optimization happens between this base and the maximum value of 1. In Figure 5.4(b) we get a good impression of how slowly the fidelity really converges against one. Together, these observations suggest that the fidelity is a rather weak indicator of the properties that we really care about, i.e. creating a true two-qubit gate.

Note the distinct change in the fidelity curve in Figure 5.4(a) at the 20th iteration. At this point the OCT scaling parameter $\alpha$ was reduced from its original value 5000 down to 500. We see that this speeds up the convergence slightly. As a general rule, it was beneficial to reduce $\alpha$ whenever the convergence started to slow down. However, we also found that there was a numerical instability when $\alpha$ became too small ($\ll 60$ in most of our optimizations), leading to an explosion of the pulse amplitude by many orders of magnitude.

### 5.2.2 Comparison of Guess Pulse and Optimized Pulse

If we compare the optimized pulses to the original guess pulse, we generally see that OCT changes the pulse substantially at a qualitative level, as shown in Figure 5.5. The guess pulse is a simple Rabi pulse, as discussed in the previous section, whereas the optimized pulse is far more complex. This illustrates that the specific shape of guess pulse is of lesser importance. However, we also see that the optimized pulse has an intensity in the same order of magnitude as the guess pulse. This is generally the case in all optimizations. We made some attempts to improve the fidelity by boosting the intensity of a pre-optimized pulse. Taking such a boosted pulse as the guess pulse for further OCT iterations, we generally found optimized pulses in the new intensity range, but not
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Figure 5.5: Comparison of guess pulse and optimized pulse in run 3220

with any increased fidelity. Changes to the intensity do not seem to have a large effect on the optimization.

Figure 5.6: Comparison of Population Dynamics under the optimized pulse from run 3220 ($T = 1.23$ ps, $\phi = \pi$) for different eigenstates in the two-qubit and one-qubit system. The $|0\rangle$ eigenstate of the one-qubit system undergoes exactly the same dynamics as the $|01\rangle$ eigenstate in the two-qubit system.

If we look at the population dynamics induced by the optimized pulse of Figure 5.5, shown in Figure 5.2.2, we can firstly verify again that they are significantly more complex than the Rabi cycle that the guess pulse induces. Also we can add to our discussion of Section 4.4 about the correspondences between the one-qubit and two-qubit dynamics by comparing the population dynamics that the optimized pulse induces when applied to the two-qubit system initialized to $|00\rangle$ or initialized to $|01\rangle$, and to the one-qubit system initialized to $|0\rangle$. We immediately see that the population dynamics for the single qubit is completely identical to the evolution of the two-qubit $|01\rangle$ state. This is not really surprising if we recall Figure 4.7: The $|10\rangle$ and $|1a\rangle$ states are an isolated two-level system completely analogous to the one-qubit $|0\rangle$ and $|aux\rangle$. There
is of course a motional degree of freedom included in the two-qubit states, but since the interaction potentials are completely flat, we cannot expect any intrinsic two-qubit behavior in this sub-system. This is a reinforcement for our conclusions of Section 4.4 that is it the $1/R^3$ interaction potential defined for the $|0a\rangle$ and $|a0\rangle$ surfaces that bring forth the two-qubit phase.

Even more important than the comparison between the population dynamics is the comparison between the one- and two-qubit phase dynamics under the optimized pulse, shown in Figure 5.2.2.

![Figure 5.7: Phase dynamics under the optimized pulse for $T = 1.23$ ps, $\phi = \pi$ (run 3220) in the one- and two-qubit system. The blank dot indicate the optimization target phase. The filled dot indicates that starting phase, the filled square the final phase.](image)

For the one-qubit system, what is shown in this plot is directly the complex amplitude $a_0$ of the $|0\rangle$ eigenstate. In the two-qubit system, there is no single such quantity, as we have a complex amplitude for each point in $R$. We can however define something analogous: as an average phase relative to the original surface wave function,

$$\varphi = \arg \left( \langle \Psi_{00}^{(0)}(R) | \Psi_{00}(R) \rangle \right)$$  \hspace{1cm} (5.7)

We then plot the complex number $|a_{00}|^2 e^{i\varphi}$, where $|a_{00}|^2$ is the population on the $|00\rangle$ surface. For the $|01\rangle$ surface, the definition is analogously.

To verify that the two-qubit phase dynamics are different from the one-qubit dynamics, we observe that doubling the $|0\rangle$ dynamics does not yield the $|00\rangle$ dynamics. On the other hand, it looks plausible that the $|01\rangle$ dynamics consist of the $|0\rangle$ dynamics combined with the $|1\rangle$ dynamics, which just goes around the outer circle at constant speed, as shown in Figure 4.1.

### 5.2.3 Zero Amplitude Guess Pulse

To see the results of the optimization for a pulse of zero amplitude, we took an optimized 1.23 ps three-photon-pulse, extended $T$ to 15 ps without further change, so that the pulse amplitude was zero between 1.23 and 15 ps, and con-
continued optimization. The resulting optimized pulse is shown in Figure 5.8(a), the spectrum of that pulse in Figure 5.8(b).

![Figure 5.8: Pulse and spectrum of 1.23 ps three-photon pulse from run 3503 extended to 15 ps and optimized in run 888](image)

We see that the optimization adds a low intensity pulse (compare the maximum pulse amplitude with Figure 5.5). The structure of the optimized pulse is extremely complex. A look at the spectrum Figure 5.8(b) shows that indeed the central transition frequency was found (the peak at $\omega_0/3$ is from the 3-photon part of the pulse at $t < 1.23$ ps and should be disregarded). However, there is also an extremely wide range of frequencies around the central peak, which might generate excitations for levels not included in our description of the physical system. This illustrates the value of having a guess pulse sharply centered around the desired frequency, which also result in much sharper optimized spectra (cf. Figure 5.15)

Interestingly, in terms of the two-qubit phase $\chi$ and the vibrational purity, the optimized pulse combines some of the aspects of a 1.23 ps pulse with those of a 15 ps pulse: The reached two-qubit phase was as high as a direct optimization at 15 ps (run 4764), on the other hand the vibrational purity was almost twice as high.

### 5.3 Gate Times

We now turn to the results for gate times ranging from 1.23 ps to 50 ps. The results for the shortest pulse were used as an example for the dynamics in the previous section. For longer times, the pulses become increasingly more complex. Figure 5.9(a) shows the optimized pulse for 15 ps, which produced the highest two-qubit phase for short-to-medium duration pulses. The complexity is mirrored in the population dynamics in Figure 5.9(b).

The optimization results for the different optimization times are summarized in Table 5.1. We see that with increasing optimization time, we also increase the two-qubit phase, up to a point of 15 ps. On the other hand, the vibrational purity drops dramatically! Since the two-qubit phase is ill-defined
Figure 5.9: Optimized pulse and population dynamics for $T = 15$ ps, $\phi = \pi$ (run 4764)

<table>
<thead>
<tr>
<th>Run</th>
<th>$T$/ps</th>
<th>iters</th>
<th>$F$</th>
<th>$\chi/\pi$</th>
<th>$C$</th>
<th>$\langle 00 \rangle$ pur.</th>
</tr>
</thead>
<tbody>
<tr>
<td>3220</td>
<td>1.23</td>
<td>41</td>
<td>0.622</td>
<td>0.162</td>
<td>0.251</td>
<td>0.844</td>
</tr>
<tr>
<td>3185</td>
<td>2.00</td>
<td>15</td>
<td>0.639</td>
<td>0.190</td>
<td>0.294</td>
<td>0.807</td>
</tr>
<tr>
<td>3250</td>
<td>5.00</td>
<td>15</td>
<td>0.719</td>
<td>0.354</td>
<td>0.527</td>
<td>0.589</td>
</tr>
<tr>
<td>3251</td>
<td>8.00</td>
<td>15</td>
<td>0.787</td>
<td>0.560</td>
<td>0.780</td>
<td>0.367</td>
</tr>
<tr>
<td>3466</td>
<td>12.3</td>
<td>50</td>
<td>0.779</td>
<td>0.662</td>
<td>0.862</td>
<td>0.229</td>
</tr>
<tr>
<td>4764</td>
<td>15.0</td>
<td>200</td>
<td>0.773*</td>
<td>0.783</td>
<td>0.943</td>
<td>0.343</td>
</tr>
<tr>
<td>3189</td>
<td>30.0</td>
<td>4</td>
<td>0.630</td>
<td>0.174</td>
<td>0.270</td>
<td>0.014</td>
</tr>
<tr>
<td>2846</td>
<td>50.0</td>
<td>10</td>
<td>0.653</td>
<td>0.266</td>
<td>0.405</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 5.1: Optimization results for different pulse times. The asterisk indicates a fidelity obtained through optimization in the reduced system.
for small vibrational purities (cf. Section 4.2.5), this also explains the values of \( \chi \) for \( T = 30, 50 \) ps. To understand what is happening, we plot the projection on the eigenstates of surface \( |00\rangle \) over time for \( T = 1.23 \) ps and \( T = 15 \) ps. This is shown in Figure 5.10. We see that there is a considerable spread out in the population over the eigenstates around the trap ground state (eigenstate 41). This problem becomes much worse with longer pulse times. Remember that the phasegate is only successful if we end in the same vibrational state we started in.

![Figure 5.10](image)

(a) 1.23 ps (run 3220), \( |00\rangle \) purity 0.844

(b) 15 ps (run 3464), \( |00\rangle \) purity 0.141

Figure 5.10: Projection onto the eigenstates of the \( |00\rangle \) surface. The trap ground state is eigenstate number 41. The target requires that only this eigenstate is populated at the end of the pulse. Note the fault in (b) around level 90, which shows the limit of levels still bound by the harmonic trap.
5.4 Long Pulses

We continue with the results for extremely long pulse durations, starting with $T = 800$ ps which Optimizing for for such large $T$ pushes the boundaries of what is numerically feasible. Even with parallelization, a single OCT iteration for $T = 800$ ps takes about a day.

The results are encouraging, if one accepts gate times significantly longer than we originally envisioned, and are summarized in Table 5.2 together with the earlier results for short-medium length pulses.

<table>
<thead>
<tr>
<th>$T$/ps</th>
<th>iters</th>
<th>$F$</th>
<th>$\chi/\pi$</th>
<th>C</th>
<th>$\langle 00 \rangle$ pur.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.23</td>
<td>41</td>
<td>0.622</td>
<td>0.162</td>
<td>0.251</td>
<td>0.844</td>
</tr>
<tr>
<td>2.00</td>
<td>15</td>
<td>0.639</td>
<td>0.190</td>
<td>0.294</td>
<td>0.807</td>
</tr>
<tr>
<td>5.00</td>
<td>15</td>
<td>0.719</td>
<td>0.354</td>
<td>0.527</td>
<td>0.589</td>
</tr>
<tr>
<td>8.00</td>
<td>15</td>
<td>0.787</td>
<td>0.560</td>
<td>0.780</td>
<td>0.367</td>
</tr>
<tr>
<td>12.36</td>
<td>50</td>
<td>0.779</td>
<td>0.662</td>
<td>0.862</td>
<td>0.229</td>
</tr>
<tr>
<td>15.00</td>
<td>200</td>
<td>0.773</td>
<td>0.783</td>
<td>0.943</td>
<td>0.343</td>
</tr>
<tr>
<td>30.00</td>
<td>4</td>
<td>0.630</td>
<td>0.174</td>
<td>0.270</td>
<td>0.014</td>
</tr>
<tr>
<td>50.00</td>
<td>10</td>
<td>0.653</td>
<td>0.266</td>
<td>0.405</td>
<td>0.000</td>
</tr>
<tr>
<td>150.00</td>
<td>20</td>
<td>0.898</td>
<td>0.982</td>
<td>1.000</td>
<td>0.639</td>
</tr>
<tr>
<td>290.00</td>
<td>70</td>
<td>0.984</td>
<td>1.004</td>
<td>1.000</td>
<td>0.936</td>
</tr>
<tr>
<td>430.00</td>
<td>40</td>
<td>0.998</td>
<td>0.998</td>
<td>1.000</td>
<td>0.991</td>
</tr>
<tr>
<td>800.00</td>
<td>30</td>
<td>0.999</td>
<td>0.999</td>
<td>1.000</td>
<td>0.997</td>
</tr>
</tbody>
</table>

Table 5.2: Optimization results for different pulse times (cf. Table 5.1).

For $T = 800$ ps, we reach a very high fidelity and a two-qubit phase close to $\pi$. Also, the vibrational purity has an acceptable value. Note that the results shown are after a very small number of iterations; continued optimization would still improve the optimization.

Even for shorter times, we get acceptable results. We see a continuation of the the increase in fidelity and two-qubit phase for increasing times which we already observed for the shorter pulses. However, the vibrational purities also return to a high level. For $T = 290$ ps, we have a loss of 6%, which is acceptable when considering that $T$ is significantly smaller than the full 800 ps and with a larger number of iterations, greater convergence is still possible.

The optimized pulse is shown in Figure 5.11(a) along with the population dynamics in Figure 5.11(b). We see that the optimized pulse is generally oriented towards the original guess pulse, with complex local modifications. This is a different behavior than for short pulse durations (cf. Figure 5.5). This trend continues for increasing pulse durations, the optimized pulse for 800 ps is at first sight almost indistinguishable from the guess pulse.

The remarkable difference between the population dynamics for $|00\rangle$ and $|01\rangle$ shown in Figure 5.11(b) a good indicator for the large two-qubit phase that is reached. We see this directly in he phase dynamics, shown in Figure 5.12. While the phase dynamics are completely chaotic, which is not surprising given the long pulse duration, we immediately see that the target phase
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Figure 5.11: Optimized Pulse and Population Dynamics for $T = 290$ ps, $\phi = \pi$ (run 9464)

for the $|00\rangle$ state is nearly fully reach (to the extent that the circle indicating the target phase is not visible due to the overlaying square indicating the reach phase). The target phase for $|0\rangle$ is nearly reached, but not completely. Remember again that we have to double the $|0\rangle$ phase when comparing it with the phase for $|00\rangle$, for the shown dynamics we clearly see that the two phases end up nearly opposite of each other.

Figure 5.12: Phase Dynamics under optimized pulse for 290 ps, $\phi = \pi$ (run 9464)

5.5 Partial $\pi$-Gates

As we have seen, it is extremely hard to find a pulse implementing a $\pi$-phasegate. Therefore, arguing that smaller two-qubit phases should be easier to achieve, we run the optimization with a target phase of $\pi/3$ and $\pi/2$. For 1.23 ps, the resulting dynamics are shown in in Figures 5.13 - 5.14.

The fidelities that were reached were significantly higher for the partial-$\pi$-phasegates than for the full $\pi$-phasegate: 0.96 and 0.89 for the $\pi/3$-gate and
the $\pi/2$-gate, respectively, versus 0.62 for the $\pi$-gate. However, the phases that were actually achieved were much smaller: $0.06\pi$ and $0.07\pi$, versus 0.16. This shows again that even seemingly high fidelities are not necessarily a good indicator of success in terms of true two-qubit operations. Note how the similarity between the $|00\rangle$ and $|01\rangle$ evolution of the population in Figure 5.13(b) is an indicator of the small two-qubit phase that we achieve. Contrast this with Figure 5.11(b).

Comparing Figures 5.13, 5.5(b) and 5.6(a) we can also see that the optimized pulses differ quite significantly from the result for $\phi = \pi$, in their intensity and in the dynamics they drive. We generally find that optimization for different target phases but otherwise identical parameters can yield very different pulses. This observation partially explains that using the optimized pulse from the $\pi$-gate as a guess pulse for the fractional $\pi$-gates does not yield significantly better results than starting from scratch. The second consideration is that we defined the two-qubit phase in terms of local equivalence, which is not taken into account in the optimization at all. Saying that a pulse generates a true two-qubit phase of $\chi$ means that it is possible to combine it with some single-qubit operations so that the optimized pulse together with the single-qubit operations produces a $\chi$ phasegate. This does not mean that using the optimized pulse as a guess pulse for a $\chi$-phasegate directly would also generate a high fidelity in our optimization scheme: we are missing the one-qubit operations that produce the equivalence!

The phase dynamics in Figure 5.14 are given for illustration, you may compare them with Figure 5.2.2

### 5.6 Three-Photon Pulses

When we look at the spectrum of some of the optimized pulses, e.g. the one shown in Figure 5.15, we find a secondary peak at triple the transition frequency.
Figure 5.14: Phase Dynamics under optimized pulse for $T = 1.23$ ps, $\phi = \pi/2$ (run 2854)

Figure 5.15: Optimized Spectrum for $T = 1.23$ ps, $\phi = \pi/3$ (run 2853), showing multi-photon excitation.
We can understand this by picturing that a single photon of this high frequency can transfer population over three transitions simultaneously, for example $|00\rangle \rightarrow |0a\rangle \rightarrow |00\rangle$, as illustrated on the left of Figure 5.2. However, there is also a potential problem with this, since the photon might also pump population to higher states, which we did not include in the simulation, or even ionize the Calcium atoms.

On the other hand, we might be able to make use of the reverse process: Instead of starting with a guess pulse tuned to the transition $|00\rangle \rightarrow |0a\rangle$ we start with one third of that frequency and make use of triple-photon transitions, where three coinciding photons drive one transition. Both the triple-excitation and the three-photon-process are illustrated in Figure 5.2.

Using a multi-photon guess pulse has two potential benefits: we avoid the high frequencies, and also we allow potential interference between different spectral components. The guess pulse will always have a certain spectral width and include frequencies slightly lower and slightly higher than the central frequencies. Three photons with different wavelengths might add up to a single transition, as shown in Figure 5.2.

However, we need to significantly increase the intensity of the laser pulse in order to have a significant probability of three photons coming together for a single transition. Indeed, as shown in Table 5.3, we only get significant dynamics if we increase the intensity by a factor of 100-1000 compared to the single-photon case.

| Run   | Intensity | $T$/ps | iters | $F$   | $\chi/\pi$ | $|00\rangle$ purity |
|-------|-----------|--------|-------|-------|------------|---------------------|
| 9817  | (1 photon)| 1.23   | 50    | 0.624 | 0.165      | 0.836               |
| 3501  | $\times 10$ | 1.23   | 50    | 0.500 | 0.000      | 1.000               |
| 3502  | $\times 100$ | 1.23   | 50    | 0.618 | 0.151      | 0.885               |
| 3503  | $\times 1000$ | 1.23   | 50    | 0.602 | 0.131      | 0.888               |
| 3466  | (1 photon)| 12.3   | 50    | 0.779 | 0.662      | 0.228               |
| 2990  | $\times 1$ | 12.3   | 10    | 0.430 | 0.002      | 1.000               |
| 3173  | $\times 100$ | 12.3   | 10    | 0.662 | 0.238      | 0.694               |
| 4596  | $\times 1000$ | 12.3   | 75    | 0.752 | 0.643      | 0.272               |

Table 5.3: Optimization results for three-photon pulses of varying intensity

Unfortunately, even once the intensity is sufficiently high, we do not see any significant improvements over the one-photon optimization. While we observed a slightly higher vibrational purity, this was compensated by a smaller two-qubit phase.

The optimized pulse and population dynamics are shown in Figure 5.16. Note the scale of the energy axis in Figure 5.16(a), which is three orders of magnitude higher than the corresponding one-photon pulse (Figure 5.5). The changes due to optimization are practically invisible compared to the energy scale of the pulse. The dynamics shown in Figure 5.16(b) are as complex as a high intensity pulse would suggest.
5.7 Short Pulses, Small Phases

Moving to the other extreme of using ultra-short pulses, we found very much what we expected: We only reach very small two-qubit phases, at a relatively high vibrational purity. The results are summarized in Table 5.4.

| Run   | pht. | $T$ [ps] | $\phi$   | iters | $F$   | $\chi/\pi$ | $C$   | $|00\rangle$ pur. |
|-------|------|----------|----------|-------|-------|------------|-------|-------------------|
| 4380  | 3    | 0.10     | $\pi/10$ | 50    | 0.995 | 0.008      | 0.012 | 0.997            |
| 4375  | 3    | 0.10     | $\pi/4$  | 50    | 0.970 | 0.007      | 0.012 | 0.997            |
| 4374  | 1    | 0.10     | $\pi/10$ | 50    | 0.996 | 0.008      | 0.013 | 0.998            |
| 4381  | 1    | 0.10     | $\pi/4$  | 50    | 0.947 | 0.006      | 0.010 | 0.999            |
| 9270  | 3    | 0.17     | $\pi/10$ | 20000 | 0.996 | 0.016      | 0.026 | 0.997            |
| 9103  | 3    | 0.50     | $\pi/10$ | 10000 | 0.995 | 0.036      | 0.057 | 0.989            |
| 4383  | 3    | 0.50     | $\pi/4$  | 50    | 0.974 | 0.041      | 0.065 | 0.980            |
| 4376  | 1    | 0.50     | $\pi/10$ | 50    | 0.993 | 0.032      | 0.050 | 0.983            |
| 4377  | 1    | 0.50     | $\pi/4$  | 50    | 0.973 | 0.034      | 0.054 | 0.983            |
| 4585  | 3    | 1.23     | $\pi/4$  | 300   | 0.973 | 0.088      | 0.139 | 0.944            |
| 4593  | 3    | 1.23     | $\pi/10$ | 300   | 0.986 | 0.087      | 0.136 | 0.946            |
| 4378  | 1    | 1.23     | $\pi/10$ | 50    | 0.991 | 0.050      | 0.079 | 0.969            |
| 4379  | 1    | 1.23     | $\pi/4$  | 50    | 0.971 | 0.052      | 0.082 | 0.963            |

Table 5.4: Optimization results for short pulses and small target phases. All fidelities were obtained through optimization in the reduced system. Three-photon guess pulses had their intensity increased by a factor of 1000.

Again, three-photon guess pulses did not give a significant improvement over single-photon pulses.

For illustration, the optimized pulse and pulse dynamics for one of the single-photon pulses is shown in Figures 5.17.

In theory, we can accumulate a phase by putting a large number of such gates in series. For example, just looking at the two-qubit phases, we could...
Figure 5.17: Optimized pulse and population dynamics for $T = 0.5$ ps, $\phi = \pi /4$ (run 4377)

Figure 5.18: Phase Dynamics under optimized three-photon pulse for $T = 0.5$ ps, $\phi = \pi /4$ (run 4377)
repeat the 0.2 ps pulse 61 times to collect a two-qubit phase of near 1, with an expected vibrational purity of $0.99666^6 \approx 0.82$. The 0.5 ps (run 9103) pulse would only have to be repeated 28 times, yielding an expected vibrational purity of $0.98885^8 \approx 0.73$.

Unfortunately, we cannot exploit this in our optimization scheme directly: the phase deviations $\phi \neq \chi$ accumulate as well, and we would need additional one-qubit operations in between the two-qubit pulses. Indeed, optimizing simply the series of short pulse does not yield good results: For both examples, we get a fidelity of 0.71 with a two-qubit phase of $0.71\pi$ and $0.68\pi$ respectively, and a vibrational purity of only 0.23 and 0.25.
Chapter 6

Summary and Outlook

To summarize the results of the optimization of the controlled phasegate in the Calcium system, we have seen that our optimization approach has been successful in generating gates of a true two-qubit character as measured by the entangling power and the effective two-qubit phase of the optimized phasegate. However, it has also proved very difficult to reach a full CPHASE($\pi$) target with high fidelity. We find that a satisfactory two-qubit phase ($\approx 0.998\pi$) results only for long pulse durations, on the order of 800 ps, which are near the limit of numerical feasibility. This is the time scale necessary to resolve the vibrational eigenstates of the system around the harmonic trap ground state. For pulse durations between 1 ps and 300 ps, the loss of vibrational purity is a major problem: The population spreads out over the vibrational spectrum; the condition that the system should be in the trap ground state before and after applying the gate pulse is not met. This is a direct consequence of the spectral resolution being too small to distinguish between adjacent vibrational levels. For pulse durations $< 1$ ps, vibrational purities greater 0.999 could be reached, at the expense of generating an insufficient two-qubit phase $< 0.04\pi$. We did not find the use of high-intensity three-photon guess pulses to result in major improvements. In principle, gates generating small two-qubit phases can be repeated in series, but only if one-qubit operations are inserted: The two-qubit phase $\chi$ that results from the optimization is only defined as a local equivalence, i.e. it needs to be combined with one-qubit operations to result in an actual CPHASE($\chi$). Also, we were only able to find these results for trap distances one order of magnitude smaller than what is currently experimentally feasible. Moving to realistic trap distances and trap frequencies, the interaction due to the excited $1/R^3$ potential would be too small to generate a two-qubit gate. Furthermore, with decreasing trap frequency, the spacing of the trap eigenvalues becomes smaller, which means that we need a time $T$ significantly longer than 800 ps to resolve adjacent vibrational levels.

Nonetheless, there is room for further investigation, both in improving the current approach, and in applying our results to related systems.
6.1 Improvements to the Current Optimization Scheme

In order to explore pulse durations of 400-800 ps and longer, and to increase the number of OCT iterations until full convergence, we can still improve the performance of our simulation. Increasing the use of parallelization, and using highly optimized libraries for FFT/FCT, we would likely be able to reduce the walltime\footnote{By \textit{walltime}, we mean the actual time we need to wait for our runs to finish, as opposed to CPU time, which scales with the use of multiple cores} of our optimization runs by a factor of 4-10. Bringing down the walltime from weeks to days would already greatly improve the feasibility of optimizing pulses of long durations.

In addition, we could place further constraints on our pulses that would greatly reduce the difficulties of pulses of long duration. Remember that the spectral resolution
\[
\Delta \omega = \frac{2\pi}{T}
\] (6.1)
depends only on the pulse duration \(T\) (cf. Equation (3.55)). This, however, says nothing about the amplitude of the pulse, only about the time window the pulse is defined on. We have seen that we need a time window of 800 ps to resolve the vibrational levels. If we restrict the pulse to have a non-zero amplitude only in the first and last few picoseconds of this window, this does not change the spectral resolution, and we should be able to find an optimized pulse that has both a high two-qubit phase and a high vibrational purity. Thus, we would have two short sub-pulses in our much longer pulse time window.

To prevent OCT from adding amplitude in the middle section of the pulse, we can set the shape function \(S(t)\) to be zero in that region. Propagation on the part of the time grid where the pulse is zero could be done very efficiently, as the system follows its known natural time evolution.

If this approach proves successful, it opens up the possibility to significantly reduce the time scales of larger quantum circuits. If we can address individual lattice sites or at least lattice regions, we could perform gates in parallel by applying the first sub-pulse on a given site, move to a different region where we can perform other pulses that would not affect the original site, and return later to apply the second sub-pulse.

6.2 Improved Fidelities for OCT

From our optimization attempts, it has has become very clear that the fidelity
\[
F = \frac{1}{N} \Re \left[ \sum_{k=1}^{N} \langle n_k | \hat{O}^+ \hat{U} | n_k \rangle \right]
\] (6.2)
is not a strong indicator towards the generation of a true two-qubit phase. In many cases, a large fidelity \(> 0.9\) can be reached performing just one-qubit operations. In such a case, the fidelity after the first OCT iteration will already
be very high and will continue to increase at a very slow pace in subsequent iterations. This is a typical behavior that we observed in our optimizations (see Figure 5.2.1).

From a another point of view, the choice of fidelity is unnecessarily strict. We would be perfectly happy to find a pulse that does not perform a phasegate, but a transformation that is locally equivalent to a phasegate. We already analyzed all our results with this understanding, calculating the true two-qubit phase $\chi$ and the concurrence. However, even though a perfect fidelity also implies a perfect $\chi$ and concurrence, these quantities are not driving the optimization. We could greatly improve the optimization if we changed the expression for the fidelity to allow for local equivalence, thereby moving the optimization to the Weyl chamber.

The formula for the pulse update, Equation (3.67), was derived specifically for the fidelity in Equation (6.2). Palao and Kosloff [40] also calculate the pulse update for some closely related types of functionals. Deriving a formula for arbitrary other fidelities is not trivial, but can be done by extending the Krotov method to the second order. For example, we could use the comparison of the local invariants $G_1, G_2$ between the optimized transformation and the target as the fidelity:

$$F(\hat{U}) = (G_1 (\hat{U}) - G_1 (\hat{O})) + (G_2 (\hat{U}) - G_2 (\hat{O})),$$

remapped to the range $[0, 1]$ if necessary. We might also want to use the two-qubit phase $\chi$ or the concurrence directly, or even a geometric distance to some target in the Weyl chamber. This extension of OCT, opening up exciting new possibilities, is under active research.

## 6.3 Using Dipole-Dipole Interactions in Rydberg Atoms

Our optimization was only successful for trap distances one order of magnitude smaller than experimentally feasible. For larger distances, the interaction between the atoms in the excited states is too small. If we implement our phasegate using Rydberg states, as proposed by Jaksch et al. [41], we can make use of a much stronger dipole interaction. We can easily extend our optimization scheme to test how much interaction strength is needed to obtain a two-qubit phase for realistic trap parameters. To this end, we would set $d$ to several micrometer, but use an analytic interaction potential. The long-range interaction potential is dominated by the dipole term

$$V_{\text{dip}}(R) = \frac{C_3}{R^3}.$$

We would then vary the constant $C_3$, starting for example from the value given by Gaëtan et al. [42] for Rubidium, to find the minimum value for which the optimization of the controlled phasegate is still successful.
6.4 Applying the Controlled Phasegate to Rubidium

Many proposals for quantum computing with neutral atoms in optical lattices work with Rubidium. Therefore, we briefly discuss the foundations of how the phasegate that we have discussed for Calcium applies to the generally more familiar Rubidium.

As opposed to Calcium, where we encoded the qubits in the electronic ground state and excited level, the encoding in Rubidium is usually in the hyperfine states of the electronic ground state.

The $^{87}\text{Rb}$ isotope has a nuclear spin of $I = 3/2$. Due to the interaction of this nuclear spin with the orbital angular momentum $J = \frac{1}{2}$, the ground state splits up into two hyperfine levels $f = I \pm J = 2, 3$. Furthermore, there are the Zeeman sub-levels $m_f = -f \cdots + f$. In total, the qubit state can be written as $\ket{f, m_f}$. We encode the qubit in two (magnetic) hyperfine states of the electronic ground state:

For example, we can choose

\begin{align}
|0\rangle &= |2, -2\rangle_f, \\
|1\rangle &= |2, +2\rangle_f
\end{align}

The two-qubit states are then

\begin{align}
|00\rangle &= |f_0, m_{f_0}\rangle |f_0, m_{f_0}\rangle \\
|01\rangle &= |f_0, m_{f_0}\rangle |f_1, m_{f_1}\rangle \\
|10\rangle &= |f_1, m_{f_1}\rangle |f_0, m_{f_0}\rangle \\
|11\rangle &= |f_1, m_{f_1}\rangle |f_1, m_{f_1}\rangle
\end{align}

Based on the energies of the hyperfine splitting given by Steck [43], a laser pulse would have to be on the order of 150 ps in order to resolve just the hyperfine states. For the relevant Zeeman levels, with a Landé factor of 0.7 MHz/G, and weak magnetic fields of 10 G, this time scale increases to the order of microsecond. This also gives us the time scale of one-qubit operations.

For shorter pulses on the order of picoseconds, a laser pulse only drives transitions between the singlet and triplet electronic states, written as $|S, M_S\rangle$.

To describe the effect of the laser, we have to change from the hyperfine basis of Equation (6.7) to the molecular spin basis, using Clebsch-Gordon-Coefficients.

\begin{align}
|f_1, m_{f_1}\rangle |f_0, m_{f_0}\rangle = \sum_{S M_S I M_I} M^{(f_1 m_{f_1} f_0 m_{f_0})}_{(S M_S I M_I)} |S, M_S\rangle |I, M_I\rangle
\end{align}

If we write down the phasegate in the logical basis of Equation (6.7), we get:

\begin{align}
\hat{O} = \sum_{(ij)} e^{i\phi_{(ij)}} |f_i, m_{f_i}\rangle \langle f_j, m_{f_j}| f_j, m_{f_j}\rangle \langle f_i, m_{f_i}|
\end{align}
Rewriting this in the molecular spin basis, this becomes:

\[
\hat{O} = \sum_{(S,M_S,I,M_I), (S',M'_S,I',M'_I)} O^{(S',M'_S,I',M'_I)}_{(S,M_S,I,M_I)} |S,M_S| I,M_I \rangle \langle I', M'_I| \langle S', M'_S|
\]

with the matrix elements

\[
O^{(S',M'_S,I',M'_I)}_{(S,M_S,I,M_I)} = \sum_{(ij)} e^{i\phi_{ij}} M^{(f_i m_{f_i} f_j m_{f_j}) \ast}_{(S M_S I M_I)} M^{(f_i m_{f_i} f_j m_{f_j})}_{(S' M'_S I' M'_I)}
\]

As long as we know all the Clebsch-Gordon-Coefficients \(M\), we can write down the explicit controlled phasegate transformation matrix for in the molecular spin basis. This directly gives us the optimization targets for the logical states.

There is a problem, however. When we look at the effect that a pulse has on the spin states, and transform this into the complete hyperfine basis, we find that generally, the pulse will lead out of the logical subspace. This means that it is not sufficient to include only the logical basis in the optimization. We can ease this problem somewhat by searching for a set of hyperfine states as the logical basis so that the subspace reached the laser pulse is as small as possible. Still, there will be some spurious states, which we will have to clean up by applying additional pulses directly at the hyperfine level, i.e. on the time scale of microseconds. In addition, even if we manage to get fast two-qubit gates for Rubidium, we are still limited by the speed of one-qubit operations.
Appendix A

Derivation of the Born-Oppenheimer Potentials

The Hamiltonian for a system of two identical atoms is

\[ \hat{H} = -\frac{\hbar}{2m_e} \sum_i \nabla_i^2 - \frac{\hbar}{2M} \sum_{A=1,2} \nabla_A^2 - \sum_{A=1,2} \sum_i \frac{Ze_i^2}{4\pi\varepsilon_0 r_{Ai}} - \sum_{i>j} \frac{e^2}{4\pi\varepsilon_0 r_{ij}}, \tag{A.1} \]

where \( r_{Ai} \) is the distance from nucleus \( A \) to electron \( i \), \( r_{ij} \) is the distance between two electrons \( i,j \), and \( R \) is the distance between the two nuclei. \( M \) is the mass of one nucleus, \( m_e \) is the electron mass, \( Z \) the nucleus’ mass number. In atomic units this becomes

\[ \hat{H} = -\sum_i \frac{\nabla_i^2}{2} - \sum_A \frac{\nabla_A^2}{2M} - \sum_{A=1,2} \frac{Z_A}{r_{Ai}} + \frac{Z^2}{R} + \sum_{i>j} \frac{1}{r_{ij}} \tag{A.2} \]

where \( r_{Ai} \) is the distance from nucleus \( A \) to electron \( i \), \( r_{ij} \) is the distance between two electrons \( i,j \), and \( R \) is the distance between the two nuclei. \( M \) is the mass of one nucleus, \( m_e \) is the electron mass, \( Z \) the nucleus’ mass number. In atomic units this becomes

\[ \hat{H} = -\sum_i \frac{\nabla_i^2}{2} - \sum_A \frac{\nabla_A^2}{2M} - \sum_{A=1,2} \frac{Z_A}{r_{Ai}} + \frac{Z^2}{R} + \sum_{i>j} \frac{1}{r_{ij}} \tag{A.2} \]

The vectors indicate the collection of the various electronic and nuclear coordinates.

We assume that the nuclear motion happens on a much slower time scale than the electronic motion (due to the high ratio of the proton mass to the electron mass), so that the we can solve the electronic problem parametrically for a given nuclear configuration \( \vec{R} \):

\[ \hat{H}_{el} \Psi(\vec{r}; \vec{R}) = E_{el} \Psi(\vec{r}; \vec{R}) \tag{A.3} \]

with

\[ \hat{H}_{el} = \hat{T}_{el}(\vec{r}) + \hat{V}_{eN}(\vec{r}; \vec{R}) + \hat{V}_{NN}(\vec{R}) + \hat{V}_{ee}(\vec{r}). \tag{A.4} \]

The last term is a constant shift to the energy spectrum.

We assume the electronic Schrödinger equation solved by a set of eigenfunctions \( \Psi_k(\vec{r}; \vec{R}) \). This allows us to expand the solutions to the full Schrödinger
equation as
\[ \Psi(\vec{r}, \vec{R}) = \sum_k \chi_k(\vec{R}) \Psi_k(\vec{r}, \vec{R}) \] (A.5)

We write out the full Schrödinger equation and integrate out the electronic degree of freedom:
\[ \int \Psi_k^* \hat{H} \sum_{k'} \Psi_{k'} \chi_{k'}(\vec{R}) \, d\vec{r} = \int \Psi_k^* \sum_{k'} \Psi_{k'} \chi_{k'}(\vec{R}) \, d\vec{r}. \] (A.6)

Due to the orthonormality of the eigenfunctions
\[ \langle \Psi_k | \Psi_{k'} \rangle = \delta_{kk'}, \] (A.7)
the right hand side becomes
\[ \int \Psi_k^* \sum_{k'} \Psi_{k'} \chi_{k'}(\vec{R}) \, d\vec{r} = E \chi_k(\vec{R}). \] (A.8)

For the left hand side, remembering that
\[ \hat{H} = \hat{H}_d + T_N, \] (A.9)
we get
\[ \int \Psi_k^* \hat{H} \sum_{k'} \Psi_{k'} \chi_{k'}(\vec{R}) \, d\vec{r} \]
\[ = \sum_{k'} \langle \Psi_k | \hat{H}_d | \Psi_{k'} \rangle \chi_{k'}(\vec{R}) + \sum_{k'} \left( \Psi_k \left\langle \sum_A \frac{\nabla^2_A}{2M} \chi_{k'}(\vec{R}) \right\rangle \right) \]
\[ = \langle \Psi_k | \hat{H}_d | \Psi_{k'} \rangle \chi_{k'}(\vec{R}) + \sum_{k', A} \frac{1}{2M} \left( \chi_{k'} \left\langle \sum_A \chi_{k'} \right\rangle \right) \] (A.10)

In the last line, we used that the electronic Hamiltonian is diagonal in basis of the electronic eigenfunctions \(|\Psi_k\rangle\).

We can now expand the rightmost term by applying the chain rule.
\[ \langle \Psi_k | \nabla^2_A | \Psi_{k'} \rangle \chi_{k'}(\vec{R}) \]
\[ = \langle \Psi_k | \nabla^2_A | \Psi_{k'} \rangle \chi_{k'} + 2 \langle \Psi_k | \nabla_A | \Psi_{k'} \rangle \nabla_A \chi_{k'} + \langle \Psi_k | \Psi_{k'} \rangle \chi_{k'} \nabla^2_A \chi_{k'} \] (A.11)
\[ = \langle \Psi_k | \nabla^2_A | \Psi_{k'} \rangle \chi_{k'} + 2 \langle \Psi_k | \Psi_{k'} \rangle \nabla_A \chi_{k'} + \delta_{kk'} \chi_{k'} \nabla^2_A \chi_{k'} \]

At this point, we neglect the terms \(\langle \Psi_k | \nabla_A | \Psi_{k'} \rangle\), and \(\langle \Psi_k | \nabla^2_A | \Psi_{k'} \rangle\), so that if we insert everything back into Equation (A.10), we get
\[ \int \Psi_k^* \hat{H} \sum_{k'} \Psi_{k'} \chi_{k'}(\vec{R}) \, d\vec{r} = \langle \Psi_k | \hat{H}_d | \Psi_k \rangle \chi_k(\vec{R}) + \sum_A \frac{\nabla^2_A}{2M} \chi_k(\vec{R}) \] (A.12)

Comparing Equations (A.12) and (A.8), we see that
\[ \frac{\nabla^2_A}{2M} \chi_k(\vec{R}) + \langle \Psi_k | \hat{H}_d | \Psi_k \rangle \chi_k(\vec{R}) = E \chi_k(\vec{R}) \] (A.13)
which is a Schrödinger equation for the nuclear wave function $\chi_k(\vec{R})$. The nuclei move in a so-called Born-Oppenheimer potential
\[
\hat{V}_{BO} \equiv \langle \Psi_k | \hat{H}_{el} | \Psi_k \rangle .
\] (A.14)
consisting of the expectation values of the electronic energy at each point.
\[
\left( \hat{T}_N + \hat{V}_{BO}(\vec{R}) \right) \chi_k(\vec{R}) = E \chi_k(\vec{R})
\] (A.15)

For a detailed discussion of the justifications for the approximations made in the derivation of the Born-Oppenheimer potential, and a treatment in polar coordinates, see Chapter 11 of Haken and Wolf [44].
Appendix B

Trap-Hamiltonian in Relative Coordinates

We prove the equivalence of the trap Hamiltonian

\[
\hat{H}_{\text{trap}}(R, X) = -\frac{\hbar^2}{2M} \nabla_X^2 + \frac{1}{2} M \omega^2 X^2 - \frac{\hbar^2}{2\mu} \nabla_R^2 + \frac{1}{2} \mu \omega^2 (R - d)^2 \tag{B.1}
\]

in center-of-mass coordinates

\[
X = \frac{x_1 + x_2}{2} \tag{B.2}
\]

\[
M = 2m \tag{B.3}
\]

and relative coordinates

\[
R = x_2 - x_1 \tag{B.4}
\]

\[
\mu = m/2, \tag{B.5}
\]

to the trap Hamiltonian in single particle coordinates \(x_1, x_2\)

\[
H_{\text{trap}}(x_1, x_2) = -\frac{\hbar^2}{2m} \left( \nabla_1^2 + \nabla_2^2 \right) + \frac{1}{2} m \omega^2 \left( x_1 + \frac{d}{2} \right)^2 + \frac{1}{2} m \omega^2 \left( x_2 - \frac{d}{2} \right)^2. \tag{B.6}
\]

We start with the Hamiltonian in COM/relative coordinates and work backwards. At first, let us consider the terms \(\frac{1}{2} M \omega^2 X^2\) and \(\frac{1}{2} \mu \omega^2 (R - d)^2\). We note that

\[
R - d = x_2 - x_1 - d
\]

\[
= \left( x_2 - \frac{d}{2} \right) - \left( x_1 + \frac{d}{2} \right)
\]

\[
= x_2' - x_1' \tag{B.7}
\]
with the abbreviation

\[ x_1' = x_1 + \frac{d}{2} \quad \text{(B.8)} \]
\[ x_2' = x_2 - \frac{d}{2} \quad \text{(B.9)} \]

We can write

\[ \frac{1}{2} M \omega^2 X^2 + \frac{1}{2} \mu \omega^2 (R - d)^2 = \]
\[ = \frac{1}{2} 2 m \omega^2 \frac{1}{4} \left( x_1^2 + x_2^2 + 2 x_1 x_2 \right) + \frac{1}{2} m \omega^2 \left( x_1'^2 + x_2'^2 - 2 x_1' x_2' \right) \quad \text{(B.10)} \]
\[ = \frac{1}{4} m \omega^2 \left[ x_1^2 + x_2^2 + 2 x_1 x_2 + x_1'^2 + x_2'^2 - 2 x_1' x_2' \right] \]

We can easily show that the expression in the square brackets evaluates to

\[ \left[ x_1^2 + x_2^2 + 2 x_1 x_2 + x_1'^2 + x_2'^2 - 2 x_1' x_2' \right] = 2 \left[ \left( x_1 + \frac{d}{2} \right)^2 + \left( x_2 - \frac{d}{2} \right)^2 \right] \quad \text{(B.11)} \]

by verifying that

\[ x_1^2 + x_2^2 + 2 x_1 x_2 - 2 \left( x_1 + \frac{d}{2} \right) \left( x_2 - \frac{d}{2} \right) = \left( x_1 + \frac{d}{2} \right)^2 + \left( x_2 - \frac{d}{2} \right)^2 \quad \text{(B.12)} \]

Taking all this together, this means

\[ \frac{1}{2} M \omega^2 X^2 + \frac{1}{2} \mu \omega^2 (R - d)^2 = \frac{1}{2} m \omega^2 \left( x_1 + \frac{d}{2} \right)^2 + \frac{1}{2} m \omega^2 \left( x_2 - \frac{d}{2} \right)^2 \quad \text{(B.13)} \]

The kinetic operator can be handled analogously, using

\[ \nabla_X^2 = (2 \nabla_1 + 2 \nabla_2)^2 = 4 \left[ \nabla_1^2 + \nabla_2^2 + 2 \nabla_1 \nabla_2 \right] \quad \text{(B.14)} \]
\[ \nabla_X^2 = (2 \nabla_1 - \nabla_2)^2 = \left[ \nabla_1^2 + \nabla_2^2 - 2 \nabla_1 \nabla_2 \right] \quad \text{(B.15)} \]

Together, this proves the equivalence of Equation (B.1) to Equation (B.6).
Appendix C

Table of Optimization Results

The table on the following page summarizes the results discussed in Chapter 5.
Each run is identified by an ID number in the first column.
The number of photons indicates the central frequency $\omega_L$ of the guess pulse. For a single-photon pulse, $\omega_L^{(1)} = 23653\text{cm}^{-1}$. For a three-photon pulse $\omega_L^{(3)} = \omega_L^{(1)}/3$. The factor given in the superscript for three-photon pulses indicates the increase in the intensity compared to a single-photon pulse of the same duration $T$.
The pulse duration $T$ is given in picoseconds.
$\phi$ indicates the target phase; the iters column gives the number of OCT iterations that were done.
The last four columns show the run results: the fidelity $F$, the achieved two-qubit phase $\chi$ in units of $\pi a$, the concurrence, and the vibrational purity on the $|00\rangle$ surface.
Fidelities that were obtained in the reduced optimization scheme are indicated with an asterisk. All other fidelities were obtained in the full optimization scheme. Both the reduced and the full optimization scheme are summarized in Table 4.1.
| Run | photons | $T$ [ps] | $\varphi$ | iters | $F$ | $\chi/\pi$ | $C$ | $|00\rangle$ pur. |
|-----|---------|---------|---------|------|-----|-----------|-----|----------------|
| 3220 | 1       | 1.23    | $\pi$   | 41   | 0.622 | 0.162     | 0.251 | 0.844          |
| 9817  | 1       | 1.23    | $\pi$   | 50   | 0.624 | 0.165     | 0.256 | 0.836          |
| 3185  | 1       | 2.00    | $\pi$   | 15   | 0.639 | 0.190     | 0.294 | 0.807          |
| 3250  | 1       | 5.00    | $\pi$   | 15   | 0.719 | 0.354     | 0.528 | 0.589          |
| 3251  | 1       | 8.00    | $\pi$   | 15   | 0.787 | 0.560     | 0.780 | 0.367          |
| 3466  | 1       | 12.3    | $\pi$   | 50   | 0.779 | 0.662     | 0.862 | 0.229          |
| 3464  | 1       | 15.0    | $\pi$   | 25   | 0.774 | 0.773     | 0.937 | 0.141          |
| 4764  | 1       | 15.0    | $\pi$   | 200  | 0.773*| 0.784     | 0.943 | 0.343          |
| 3189  | 1       | 30.0    | $\pi$   | 4    | 0.630 | 0.174     | 0.270 | 0.014          |
| 2846  | 1       | 50.0    | $\pi$   | 10   | 0.653 | 0.266     | 0.405 | 0.000          |
| 4646  | 1       | 150.0   | $\pi$   | 20   | 0.896*| 0.982     | 1.000 | 0.639          |
| 9464  | 1       | 290.0   | $\pi$   | 70   | 0.984*| 1.004     | 1.000 | 0.936          |
| 9268  | 1       | 430.0   | $\pi$   | 40   | 0.998*| 0.998     | 1.000 | 0.991          |
| 9104  | 1       | 800.0   | $\pi$   | 30   | 0.999*| 0.998     | 1.000 | 0.997          |
|       |         |         |         |      |       |           |       |                |
| Partial Phasegate |
| 2853  | 1       | 1.23    | $\pi/3$ | 200  | 0.955 | 0.064     | 0.102 | 0.964          |
| 2854  | 1       | 1.23    | $\pi/2$ | 200  | 0.890 | 0.066     | 0.104 | 0.963          |
| 3426  | 1       | 5.00    | $\pi/3$ | 40   | 0.924 | 0.259     | 0.396 | 0.608          |
|       |         |         |         |      |       |           |       |                |
| Three-Photon-Pulses |
| 3501  | (×10)  | 1.23    | $\pi$   | 50   | 0.500 | 0.000     | 0.001 | 1.000          |
| 3502  | (×100) | 1.23    | $\pi$   | 50   | 0.618 | 0.151     | 0.235 | 0.885          |
| 3503  | (×1000)| 1.23    | $\pi$   | 50   | 0.602 | 0.131     | 0.204 | 0.888          |
| 2990  | (×1)   | 12.3    | $\pi$   | 10   | 0.430 | 0.002     | 0.002 | 1.000          |
| 3173  | (×100) | 12.3    | $\pi$   | 10   | 0.662 | 0.238     | 0.365 | 0.694          |
| 4596  | (×1000)| 12.3    | $\pi$   | 75   | 0.752*| 0.643     | 0.847 | 0.272          |
| 8888  |        |        |         |      |       |           |       |                |
|       |         |        |         |      |       |           |       |                |
| Short Pulses & Small Phases |
| 4380  | (×1000)| 0.10   | $\pi/10$| 50   | 0.995*| 0.008     | 0.012 | 0.997          |
| 4375  | (×1000)| 0.10   | $\pi/4$ | 50   | 0.970*| 0.007     | 0.012 | 0.997          |
| 4374  | 1       | 0.10   | $\pi/10$| 50   | 0.996*| 0.008     | 0.013 | 0.998          |
| 4381  | 1       | 0.10   | $\pi/4$ | 50   | 0.947*| 0.006     | 0.010 | 0.999          |
| 9270  | (×1000)| 0.17   | $\pi/10$| 20000 | 0.996*| 0.016     | 0.026 | 0.997          |
| 9103  | (×1000)| 0.50   | $\pi/10$| 10000 | 0.995*| 0.036     | 0.057 | 0.989          |
| 4383  | (×1000)| 0.50   | $\pi/4$ | 50   | 0.974*| 0.041     | 0.065 | 0.980          |
| 4376  | 1       | 0.50   | $\pi/10$| 50   | 0.993*| 0.032     | 0.050 | 0.983          |
| 4377  | 1       | 0.50   | $\pi/4$ | 50   | 0.973*| 0.034     | 0.054 | 0.983          |
| 4585  | (×1000)| 1.23   | $\pi/4$ | 300  | 0.973*| 0.088     | 0.139 | 0.944          |
| 4593  | (×1000)| 1.23   | $\pi/10$| 300  | 0.986*| 0.087     | 0.136 | 0.946          |
| 4378  | 1       | 1.23   | $\pi/10$| 50   | 0.991*| 0.050     | 0.079 | 0.969          |
| 4379  | 1       | 1.23   | $\pi/4$ | 50   | 0.971*| 0.052     | 0.082 | 0.963          |
| 9808  |        | 9270 repeated × 61 | 10   | 0.709*| 0.683     | 0.879 | 0.250          |
| 9809  |        | 9103 repeated × 28 | 10   | 0.705*| 0.709     | 0.897 | 0.229          |
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